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RECONHECIMENTO DIMENSIONAL DE EMOÇÕES NA FALA: UMA

ABORDAGEM BIMODAL

RESUMO

Considerando a relação humano-computador, a computação afetiva visa permitir

com que computadores sejam capazes de reconhecer ou expressar emoções. O Reconhe-

cimento de Emoções na Fala é uma tarefa da computação afetiva que tem como objetivo

reconhecer emoções presentes em um segmento de áudio. O modo tradicional de predizer

emoções na fala é utilizando classes pré-determinadas, no modo offline. Dessa maneira, o

número de emoções que pode ser reconhecido é limitado ao número de classes. Para evi-

tar essa limitação o reconhecimento dimensional de emoção utilizando dimensões como a

valência, ativação e dominancia, consegue representar emoções com maior granulidade.

Pesquisas recentes propõem o uso de informações textuais para melhorar os resultados

da valência. Apesar dos esforços recentes para tentar melhorar os resultados no reconhe-

cimento dimensional de emoções na fala, eles não consideram cenários do mundo real,

onde é necessário processar a entrada em um curto espaço de tempo. Considerando es-

tes aspectos, nesse trabalho, são dados os primeiros passos através de uma abordagem

bimodal para o reconhecimento dimensional de emoções na fala em streaming. Nossa

abordagem combina representações de sentenças e áudio como entrada para uma rede

neural recorrente, que realiza o reconhecimento de emoções na fala. Nós avaliamos di-

ferentes métodos para criar as representações de texto e de áudio, bem como técnicas

para o reconhecimento automático da fala. Nossos melhores resultados atingiram 0.5915

de CCC de ativação, 0.4165 para valência, e 0.5899 de dominância no dataset IEMOCAP.



Palavras-Chave: Reconhecimento de Emoções na Fala, Processamento de Linguagem

Natural, Streaming.



DIMENSIONAL SPEECH EMOTION RECOGNITION: A BIMODAL

APPROACH

ABSTRACT

Considering the human-machine relationship, affective computing aims to allow

computers to recognize or express emotions. Speech Emotion Recognition is a task from

affective computing that aims to recognize emotions in an audio utterance. The most

common way to predict emotions from the speech is using pre-determined classes in the

offline mode. On that way, the emotion recognition is restricted to the number of classes.

To avoid this restriction, dimensional emotion recognition uses dimensions such as va-

lence, arousal, and dominance, can represent emotions with higher granularity. Existing

approaches propose using textual information to improve results for the valence dimen-

sion. Although recent efforts try to improve results on Speech Emotion Recognition to

predict emotion dimensions, they do not consider real-world scenarios, where processing

the input in a short time is necessary. Considering these aspects, in this work, we give the

first step towards creating a bimodal approach for Dimensional Speech Emotion Recogni-

tion in streaming. Our approach combines sentence and audio representations as input

to a recurrent neural network that performs speech emotion recognition. We evaluate dif-

ferent methods for creating audio and text representations, as well as automatic speech

recognition techniques. Our best results achieve 0.5915 of CCC for arousal, 0.4165 for

valence, and 0.5899 for dominance in the IEMOCAP dataset.

Keywords: Speech Emotion Recognition, Natural Language Processing, Streaming.
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1. INTRODUCTION

Our emotions play a subjective and controversial role, vital to our psychic sur-

vival. Understanding, to a certain extent, the emotions of other people and how they ex-

press them is fundamental to relating to each other as a society. For example, while fear

is a natural protective regulator and aids decision-making, anger allows us to set limits

and develop our sense of justice. An example of the importance of understanding emo-

tions is that in autistic people, persistent deficits in emotional reciprocity and non-verbal

communication, along with other factors, can lead to greater difficulty in communication

and social interaction [5]. Based on this, emotion recognition is more a perspective than

an exact science.

Besides the ways used to determine emotions in psychology, two approaches

have been used to recognize emotions using deep learning: discrete classes and dimen-

sional [43]. In discrete classes, the six emotions considered essential by Ekman [22]:

anger, disgust, fear, happiness, sadness, and neutral are used, where the model must

classify the input according to the most correlated class. On the other hand, Russell [61]

defines a dimensional approach through the circumplex model of affect. The circumplex

model considers two dimensions: arousal and valence. Each dimension has a value that

ranges from -1 to 1. Arousal is related to calming or exciting the tonality of speech, while

valence represents how pleasant or not it is. With the score of each dimension, it is pos-

sible to correlate to a specific emotion. For example, fear and anger can be defined with

low valence and high arousal. Mehrabian [47] adds the dominance dimension, represent-

ing how emotion influences a person’s behavior. It is important that models recognize

emotions and respect each person’s idiosyncratic diversity.

Leaving the direct application in psychology, different sectors benefit from rec-

ognizing emotions daily. The review by Geetha et al. [26] identifies sectors like education,

healthcare, marketing and advertising, human-robot interaction, security and surveil-

lance, customer service, sports, entertainment, gaming, and the automotive industry.

Conversely, the preoccupation with privacy and the possible emotional state exploration

to induce the user to buy some services or products is discussed by Testa et al. [77].

The lack of data for training and testing deep learning models makes it difficult

for the field of SER to grow [18]. Existing datasets have a small amount of available

data, are less diverse than necessary, or are too different from real-world data. Even

when focusing only on speech emotion recognition, it is necessary to consider that human

emotion perception involves multiple senses, being multimodal [26]. So, to overcome,

and extract more information from only spoken data, the use of textual information can

improve the precision of the predictors. Some authors have already shown that using text

features, such as word embeddings, improves valence prediction [79, 74, 27, 6, 7, 72, 37].

However, including new features in the processing usually increases the time necessary
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to generate an output. For instance, including text features requires first transcribing the

audio to use it as input.

This work addresses these challenges through an architecture for speech emo-

tion recognition usable in a streaming environment. Our key contributions are the de-

velopment of a series of software architectures that overcome these gaps via the use of

hand-crafted audio features and audio embeddings for speech emotion recognition; sen-

tence embedding models for emotion recognition in the text; and pre-trained models for

automatic speech recognition. We empirically show the effectiveness by evaluating the

time necessary to extract and process the features, the Mean Squared Error (MSE) metric

for emotion recognition, and the Word Error Rate (WER) for automatic speech recognition.

Our final architecture uses the WhisperX model for automatic speech recogni-

tion. The representation and audio representation are made with Mini LM L3 and VGGIsh,

respectively. To predict the arousal, valence, and dominance values, we use an LSTM

network. Before sending the input to the LSTM, we apply the PCA algorithm to Mini LM

L3 to reduce the dimensionality to the same size as VGGIsh embedding. Then, we use

a concatenation layer to join the features. In contrast to Atmaja and Akagi [6] that uses

word embeddings and hand-crafted audio features and achieves 0.571 of CCC for arousal,

0.418 for valence, and 0.500 for dominance, we achieve 0.5915 of CCC for arousal, 0.4165

for valence and 0.5899 for dominance.

This master thesis is divided into four chapters: first, we have the Background

on Chapter 2, where we discuss the main concepts about affective computing, audio pro-

cessing, sentence representation, recurrent neural network, speech emotion recognition,

and data streaming. Then, in Chapter 3, we discuss some related works and the main

differences from our proposal. Our main findings are presented in Chapter 4, where we

discuss our final architecture and compare the results with state-of-the-art approaches.

Finally, in Chapter 5, we present the necessary experiments to define the representations

and architecture.
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2. BACKGROUND

2.1 Emotions

Besides the human perception of emotions, to make it possible for a computer

to recognize emotions, we have some research areas focusing on this. Created by Pi-

card [55], the terminology “affective computing” defines the research focus on recogniz-

ing, interpreting, and influencing human emotions through the use of technology. From

Affective Computing, new approaches emerged focusing on different understandings of

human behavior. We have different levels of approaches that focus on understanding

human behavior through the recognition of emotions and analysis of sentiments [84].

When dealing with the definition terms presents in affective computing, it is

necessary to notice their different meanings. There is a substantial difference between

emotions and sentiments, as shown in Figure 2.1. Munezero et al. [49] defines the dif-

ference between affect, feelings, emotions, sentiments, and opinions. First, affect is a

non-conscious phenomenon, while feelings are person-centered consciousness and rep-

resent affect expression. Social and cultural factors influence emotions and represent the

preconscious expression of feelings and affect. Otherwise, sentiments are conscious and

built over time, considering social influence. Finally, opinion is more related to how each

person interprets information, considering emotions or not.

Affect
Non-conscious

Feelings
Conscious

+

Emotions
Preconscious

Sentiments
Conscious

Opinions
Conscious

Expressions of affect

(Social/cultural) expressions
of feelings/affect

Emotional dispositions
developed over time

Personal interpretation

Information

Figure 2.1 – Differentiating factors between affect, feelings, emotions, sentiments, and
opinions. Adapted from Munezero et al. [49]
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Emotions are complicated; expressing or understanding what we feel is some-

times difficult. The definition of an emotion is not a static thing. Boehner et al. [13] defines

that emotions are culturally grounded and dynamically experienced, to some extent, con-

structed in interaction. Complementary to that, Loderer et al. [44] states that emotions

can be perceived differently in different cultures. Loderer et al. [44] findings show that

the more similar components across cultures are affective, cognitive, and motivational.

On the other hand, the less similar are physiological and expressive components.

Understanding what the other is feeling is one of the bases of relationships,

whether in society or the family environment. From an evolutionary perspective, emo-

tions directly impact our sense of survival. For example, fear is an essential regulator

that can help in decision-making. Generally, the demonstration of emotion occurs natu-

rally and subconsciously. They can be perceived by facial and corporal expressions, vocal

intonation, pupil dilatation, heart rate, and breathing [55].

Figure 2.1 details the structure of an emotion. At the top, we have the culture-

independent level, representing how the individual perceives emotions. Then, we have the

culture and society-dependent level, which describes how individuals name their feelings.

Dimensions of
emotions

Valence
pleasantness or
unpleasantness
of an emotion

Arousal
intensity of an

emotion

Dominance
degree of control

or power of an
emotion

Categories of basic
emotions

Negative PositiveUnexpected

disgust

sadness

fear

surprise

happinessanger

Emotion Experience
Cognitive-appraisal
Subjective feeling

Physiological arousal
Expressive behavior

Readiness to behavior

Culture
independent-level

Culture and society
dependent-level

Figure 2.2 – Structure of emotion experience and classification, adapted from Munezero et
al. [49] and Roberts et al. [59]

To make it possible for a computer to recognize an emotion, it is necessary to

classify it mathematically. Applied to machine learning, two classifications are often used:
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discrete classification and dimensional classification [43]. Ekman [22] proposes what we

will call the discrete classification of emotions. His study is an update from a previous

work published in 1957. He proposes six basic emotions: anger, disgust, fear, happiness,

sadness, and surprise. Anger, disgust, fear, and sadness represent all negative emotions,

happiness represents positive emotions, and fear and surprise represent unexpected emo-

tions.

On the other hand, we have the circumplex model of affect proposed by Rus-

sell [61], which we will call dimensional classification. Two axes represent values for

arousal (y-axis) and valence (or pleasure) (x-axis) in a dimensional space. These two val-

ues range from -1 to 1, making it possible to determine emotion. The arousal is related to

the acoustic features, and valence is related to the linguistic features. Figure 2.3 presents

an updated version proposed by Scherer [63], which has more emotions mapped than the

original version proposed by Russell [61]. Each plus(+) sign refers to an emotion’s exact

point in space.

In the circumplex model, we can see that we obtain happy and excited emotions

with high valence and arousal values. Feelings like gladness and calm can be found when

the valence is low and arousal high. Sad, tired, and bored emotions are related to low

valence and arousal values, while we have frustration, anger, and fear emotions for high

valence and low arousal.

Complementing the Circumplex model, Mehrabian [47] proposed the Pleasure-

Arousal-Dominance Emotional State Model, represented in Figure 2.1. In addition to va-

lence (pleasure) and arousal dimensions, we have dominance as a third dimension. Dom-

inance refers to how emotion influences a person’s behavior. Lower levels represent pas-

sive or submissive feelings, while high levels are assertive or powerful.

Besides the different ways to express emotions, two main areas of research focus

on vocal intonation: the first is trying to recognize emotions from speech, and the second

is making it possible for a computer to synthesize audio with emotions. To understand

how a computer can recognize emotions from speech, first, it is necessary to understand

how the audio signal is processed. We discuss it in Section 2.2.

2.2 Audio Processing

Speech is one of the bases of human communication. Through speech, we can

transmit information and express our emotions. Audio processing is a subfield of Digital

Signal Processing that converts sound into a format that machines can process. In com-

puting, audio processing involves, in the first place, converting the analog signal to digi-

tal. Two process stages are necessary to make signal conversion possible: sampling and

quantization. While sampling reduces continuous-time signals to discrete-time signals,

quantization is responsible for converting the signal from continuous to discrete [69].
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Figure 2.3 – Updated version from [61] circumplex model of affect, proposed by
Scherer [63], focusing on the semantic space for emotions. Adapted from Ahn et al.[1].

One of the tasks in audio processing is emotion recognition. First, we need to

extract features from the low-level descriptors (LLDs) to make it possible to recognize

emotions in speech. LLDs provide ways to extract information from the digital signal.

They can be grouped into three domains: prosodic, spectral, and voice quality.

Considering the prosodic domain, there are three most commonly used: funda-

mental frequency or pitch, energy, and duration. The Fundamental Frequency, or F0 or

pitch, opens and closes the vocal folds in phonation [35]. Williams and Stevens [85] de-

scribed the positive impact of using the F0 feature for SER tasks in 1972, and modern

approaches, such as the ones proposed by Atmaja and Akagi [6], MacAry et al. [45], and

Julião et al. [37] still use it. Energy represents how loud or intense a sound signal can be,

it is measured in decibels (dB). Energy is directly related to the arousal dimension, indi-
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Figure 2.4 – Pleasure-Arousal-Dominance Emotional State Model proposed by Mehra-
bian [47]

cating how calm or energic the speech is. Duration represents the time that a sound or

syllable is produced.

Regarding spectral features, the most commonly used feature is Mel-Frequency

Cepstral Coefficients (MFCCs). MFCCs, in a general way, are used to translate for a ma-

chine how humans perceive sounds. Huang et al.[35] define MFCCs as a representation

of a cepstrum of a determined windowed short-time signal. This representation is de-

rived from the Fast-Fourier-Transformation (FFT) of that signal. Log Mel Spectrogram can

represent audio signals in the frequency domain.

Figure 2.5 illustrates MFCC’s steps to generate the representation. First, we have

the application of a window function, like a hamming window, in each frame of the sig-

nal. Afterward, an FFT is applied to transform the signal to a frequency domain. As the

frequency is measured in HZ, it is necessary to convert it into a Mel Scale, so a filter bank

is used. A filter bank is necessary because the human voice spectrum is not linearly dis-

tributed [14]. They also contribute to capturing the essential characteristics of the task

that will be performed. After that, a log compression of the Mel scale using a natural loga-

rithm transforms the signal into something more related to how humans perceive sounds.

Finally, the Discrete Cosine Transform (DCT) converts the log-compressed Mel-scaled into

the cepstral domain, the MFCC.

Related to voice quality features, we have shimmer and jitter. Jitter represents

the variation of the F0 over time. These variations depend on many factors and are directly

related to the emotional state of the speaker [39]. Jitter is calculated through Equation 2.1,

where Ti is the considered pitch period, and N is the number of cycles.

Jitter =
1

N − 1

N−1∑
i=1

|Ti − Ti+1| (2.1)
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Figure 2.5 – MFCC process

On the other hand, shimmer can calculate the energy variation. Koolagudi et

al.[39] defines shimmer as "the representation of variation in the amplitude between ad-

jacent F0 periods". Shimmer Equation 2.2 is composed of the extracted peak-to-peak

amplitude data Ai and the number of F0 periods N.

Shimmer =
1

N − 1

N−1∑
i=1

|20 log
(

Ai+1

Ai

)
| (2.2)

In the next sections, we explain existing hand-crafted features that can be ex-

tracted using specific libraries and audio embeddings produced by machine learning mod-

els based on audio features.

2.2.1 Handcrafted features

The process of extracting features using existing libraries is called handcraft fea-

ture extraction. Focusing on determining which combinations of features are best to be

used in some tasks that involve speech processing, such as SER, we have some feature

sets like eGeMAPs [23] and ComParE [64]. eGeMAPs is the extended version of GeMAPs

(Geneva Minimalistic Acoustic Parameter Set), which contains 88 parameters, such as fre-

quency, energy/amplitude, and spectral (balance/shape/dynamics) features. On the other

hand, ComParE provides 6,373 features composed by the LLDs and some statistical func-

tionals, like the arithmetic mean and coefficient of variation over the LLDs.

To extract these feature sets from audio, there are two main Python libraries:

OpenSmile [24] and pyAudioAnalisys (pAA) [28]. Using OpenSmile, we can extract eGeMAPs

and ComParE feature sets. We detail the complete feature groups and descriptions that

can be extracted using OpenSmile in Table 2.1. In addition, at feature-level, it is possi-

ble to extract the feature sets using three different approaches: (1) only the LLDs, which

are calculated over a sliding window; (2) Delta regression of LLDs and (3) the statistical

functionals, which maps LLDs values to static values [24].
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Feature Group Description
Waveform Zero-Crossings, Extremes, DC
Signal energy Root Mean-Square & logarithmic
Loudness Intensity & approx. loudness
FFT spectrum Phase, magnitude (lin, dB, dBA)
ACF, Cepstrum Autocorrelation and Cepstrum
Mel/Bark spectr Bands 0-Nmel
Semitone spectr. FFT based and filter based
Cepstral Cepstral features, e.g. MFCC, PLPCC
Pitch F0 via ACF and SHS methods Probability of Voicing
Voice Quality HNR, Jitter, Shimmer
LPC LPC coeff., reflect. coeff., residual Line spectral pairs (LSP)
Auditory Auditory spectra and PLP coeff.
Formants Centre frequencies and bandwidths
Spectral Energy in N user-defined bands, multiple roll-off points,

centroid, entropy, flux, and rel. pos. of max./min
Tonal CHROMA, CENS, CHROMAbased features

Table 2.1 – openSMILE’s low-Level descriptors, extracted from [24]

pAA is an open-source option for extracting features. Table 2.2 shows the com-

plete features and descriptions from short-term extraction. The features detailed in the

table can be extracted using two functions: one for short-term features and another for

mid-term features. The short-term features use windowing to split the signal into frames

and process the features for each frame. This method extracts a total of 34 features. With

the mid-term features, it is possible to extract the mean and standard deviation for each

short-term feature. Using the mid-term feature extraction, the total number of features is

136.

2.2.2 Audio Embedding

Besides using handcrafted features, it is possible to use audio embeddings to

recognize emotions. Two of the existing alternatives for that are TRILL [65] and VG-

Gish [32]. The TRIpLet Loss network (TRILL) is a self-supervised model trained on the

AudioSet dataset, created focusing on non-semantic tasks (that do not consider the mean-

ing or the presence of the words in the speech). The architecture uses a variant of the

ResNet-50 with a 512-dimensional embedding layer [65].

VGGish [32] is a modification of the VGG16 architecture [66], a popular convolu-

tional neural network. The authors trained the VGGish model on a large YouTube dataset.

The input of the VGGish is a numerical representation of the audio waveform. This audio

can have 10 seconds as the maximum length of duration The output of the VGGish is an

audio embedding representation with 128 dimensions.
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ID Feature Name Description
1 Zero Crossing Rate The rate of sign-changes of the signal during

the duration of a particular frame.
2 Energy The sum of squares of the signal values, nor-

malized by the respective frame length.
3 Entropy of Energy The entropy of sub-frames’ normalized ener-

gies. It can be interpreted as a measure of
abrupt changes.

4 Spectral Centroid The center of gravity of the spectrum.
5 Spectral Spread The second central moment of the spectrum.
6 Spectral Entropy Entropy of the normalized spectral energies for

a set of sub-frames.
7 Spectral Flux The squared difference between the normalized

magnitudes of the spectra of the two successive
frames.

8 Spectral Rolloff The frequency below which 90% of the mag-
nitude distribution of the spectrum is concen-
trated.

9-21 MFCCs Mel Frequency Cepstral Coefficients form a cep-
stral representation where the frequency bands
are not linear but distributed according to the
mel-scale.

22-33 Chroma Vector A 12-element representation of the spectral en-
ergy where the bins represent the 12 equal-
tempered pitch classes of western-type music
(semitone spacing).

34 Chroma Deviation The standard deviation of the 12 chroma coeffi-
cients.

Table 2.2 – PAA Features, extracted from [28]

2.2.3 Automatic Speech Recognition

The Automatic Speech Recognition (ASR) task aims to convert audio signals cap-

tured from speech into text, according to the language of the speaker [29]. Malik et al. [46]

define a standard model architecture consisting of four steps, as we can see in detail in

Figure 2.6. In this architecture, after getting the input sound wave, the first step is a

preprocessing module to clear the audio input, remove unwanted noises, and prepare it

for the feature extraction step. The most common techniques used in preprocessing are

voice activity detection, noise removal, pre-emphasis, framing, windowing, and normal-

ization [40].

After cleaning the audio input, extracting the input features for the model is nec-

essary. Basically, there are two feature domains: spectral and temporal. Temporal fea-

tures are based on the time domain, while spectral features are based on the frequency
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Figure 2.6 – Basic structure of an ASR, adapted from Malik et al. [46]

domain. For ASR, it is common to use MFCC, PLP, DWT, relative spectral-perceptual linear

prediction (RASTA-PLP), and LPC [46].

When feature extraction is done, a classifier uses the features to predict what was

spoken on the audio. The most commonly artificial neural networks used are Multi-Layer

Perceptron (MLP), Self-organizing maps (SOM), Radial Basis Functions (RBF), Recurrent

neural network (RNN), Convolutional neural network (CNN), Fuzzy neural network (FNN),

and Support vector machines (SVM) [46].

The typical metrics used to evaluate the classifier are Word Error Rate (WER)

and Character error rate (CER). These metrics focus on identifying the percent of wrong

predictions regarding words and characters, where the perfect result is 0. The equation

structure of these metrics is the same, as defined in Equation 2.3. We have the sum of the

number of substitutions S, deletions D, and insertions I divided by the number of elements

N in the ground truth. Substitutions are related to the number of characters/words that

are either different or in a different position from the original sentence. Deletions are

the number of characters/words removed from the original sentence to reach the original

sentence. And, finally, insertions are related to the extra characters/words necessary to

obtain the correct sentence.

WER =
S + D + I

N
(2.3)

Surveys such as the one conducted by [60] list the most used datasets in the

ASR task. The datasets are: LibriSpeech [52], IEMOCAP [15], and VoxCeleb1 [50]. The

state-of-the-art models in these datasets are: Pase+ [57], Wav2Vec2.0 [9], HuBERT [34]

and AutoSpeech [20]. Deep learning approaches were recently used, achieving better

results [3].

Wav2Vec2 [9] uses a self-supervised learning approach. They encoded the speech

audio through a multi-layer CNN and then mask spans of the resulting latent speech rep-

resentations. The architecture uses two modules: an encoder and a decoder. The encoder

creates a numerical representation of the mel-spectrogram representation of the audio.

A CNN network with 12 layers with a loss function is used. The output is a matrix with

a size of 1024 x 128. The decoder transforms the representation from the encoder into

transcribed text using an RNN network with six layers.
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Hidden unit BERT (HuBERT) [34] uses the same structure from Wav2Vec2 to pro-

cess the input signal: a CNN encoder that generates representations from the audio mel-

spectrograms, followed by a transformer encoder. The major difference is in the encoder

layer, where the same strategy from BERT [19] is used. Bidirectional Encoder Represen-

tations from Transformers (BERT) are based on the Transformers encoder-decoder archi-

tecture and self-attention mechanisms. BERT is pre-trained on a large corpus and can be

fine-tuned for specific tasks [19]. For BERT, some words in sentences are masked, and

then the model’s objective is to predict the missing words. For HuBERT, the strategy is to

use this on the Transformer hidden units, aiming to learn abstract representations of the

speech.

The Whisper model was published in September 2022, and the architecture is

based on an encoder-decoder Transformer. Whisper can process audio chunks within 30

seconds. The audio input is converted into a log-Mel spectrogram and sent to an en-

coder. A decoder is trained to predict the corresponding text caption, intermixed with

special tokens that direct the single model to perform tasks such as language identifica-

tion, phrase-level timestamps, multilingual speech transcription, and to-English speech

translation [56].

2.3 Sentence Representation

Representing text as vectors is common in multiple Natural Language Processing

(NLP) tasks. These vectors often describe text features, such as the presence of specific

words, their frequency in a text, or their semantic meaning. We use vectors to represent

different granularity of a text, such as words, sub-words, sentences, and paragraphs. Re-

cent approaches introduce the use of learning models to generate these vectors. These

models can capture both the syntactic and semantic information of texts by considering

their context. Sentence representations or embeddings are a result of this process, they

represent sentences numerically through vectors in a high-dimensional space. This repre-

sentation keeps the semantic relationship and makes it possible to extract the meaning of

a sentence. Since emotion recognition depends on the context to make sense, sentence

embeddings can be a great alternative to this.

We can use specific models, such as Sentence-BERT (SBERT) [58] to generate sen-

tence embeddings. SBERT is a modification of BERT [19], one of the state-of-the-art mod-

els for word embedding. Devlin et al. [19] propose Bidirectional Encoder Representations

from Transformers (BERT) based on the Transformers encoder-decoder architecture and

self-attention mechanisms. BERT is pre-trained on a large corpus and can be fine-tuned

for specific tasks. The results obtained by BERT achieved state-of-the-art for multiple NLP

tasks, such as question answering, text classification, and named entity recognition. BERT
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is context-dependent, meaning the whole sentence is considered for the word embedding

generation.

To deal with a fixed-size sentence embedding, considering BERT as input, SBERT

uses a pooling operation at the end of BERT processing. This is necessary because BERT

will generate an embedding array for each word in the sentence, and when dealing with

different sentence sizes, each output will have a size. The mean calculation of all word

embeddings was used as the default pooling operation.

Using these strategies, SBERT achieves state-of-the-art in some of the SentEval

transfer tasks [16] that focus on sentiment prediction, such as on (1) MR, which focuses

on sentiment in movie reviews, (2) CR, which focuses on customer product reviews, and

(3) SST, the Stanford Sentiment Treebank. On MPQA, which focuses on opinion polarity,

SBERT also achieves competitive results.

The MPNet [73] model combines the use of Masked Language Modeling (MLM)

present on BERT and Permuted Language Model (PLM) in the XLNet model. Random tokens

were hidden in the input text with masking, while the permutation randomly reordered

these tokens. With this, MPNet learns more robust representations. The model will gener-

ate a representation with 768 for sentences. They are trained over 1.170.060.424 training

pairs.

Large pre-trained models can have some computational costs to execute. The

MiniLM [83] is a task-agnostic and distilled approach focusing on a lightweight version of

Transformer-based models. Using the teacher-student architecture, the authors propose

a distilled version of the self-attention heads of the teacher to make this possible. We

explore two different pre-trained versions: the paraphrase-MiniLM-L3 and all-MiniLM-L12.

The all-MiniLM-L12 1 version is trained over the same train set of the MPNet. On the other

hand, the paraphrase MiniLM L3 2 is a three-layer version of the MiniLM L12. Both produce

a representation with 384 dimensions for sentences.

2.4 Recurrent Neural Network

Based on the human brain, statistics, and applied math, the Deep Learning (DL)

process consists of learning from representations from the input data. The DL models can

have multiple layers, extracting hierarchical features from the input data, making it possi-

ble for the network to focus on the most important ones for the task [29]. Deep Learning

has been used to solve real-world problems in different domains, such as agriculture, psy-

chology, health, and traffic. It can deal with different types of data input, like audio, video,

image, and text. Combined types of data input are called multi-modal or cross-modal [51].

1https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2
2https://huggingface.co/nreimers/MiniLM-L6-H384-uncased
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We have two different types of learning methods: supervised and unsupervised

learning. In supervised learning, the model learns from labeled data. The model adapts

to map input features into the correct labels throughout training. Once trained, the model

can generalize to unlabeled data. On the other hand, unsupervised learning models can

learn from unlabeled data. Therefore, these models can only deal with the input features

and are often used to cluster similar elements or identify patterns based on their charac-

teristics [12].

Focusing on speech emotion recognition tasks using bimodal data, the standard

models use supervised learning, such as support vector machines, long short-term mem-

ory, convolutional neural networks, and, more recently, transformers [26].

Long Short-Term Memory (LSTM) was proposed by Hochreiter and Schmidhu-

ber [33] and is a type of Recurrent Neural Network (RNN), which means it can keep long-

term dependencies on sequential data. We detail the LSTM architecture in Figure 2.7. The

architecture is composed of an input gate, which defines the information that will be added

to the cell state; a forget gate, which defines the information that will be removed from

the cell state; an output gate, which defines the output from the LSTM; and a cell state,

which saves the information that passes through the LSTM. LSTM is a good choice for au-

dio signal processing because it can use information from previous states to compute the

result for new ones.

Figure 2.7 – Basic structure of LSTM [80]

2.5 Speech Emotion Recognition

Sing and Goel [68] defines the Speech Emotion Recognition (SER) task as recog-

nizing emotions from speech utterances without using linguistic features. Since speech is

one of the most used ways to communicate in society, the SER can be applied in different

sectors, like education, healthcare, marketing and advertising, human-robot interaction,
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security and surveillance, customer service, sports, entertainment, gaming, and the au-

tomotive industry [26]. Also, the use of speech is less intrusive than physiological signals.

Back-endFront-end

Pre-processing Feature extraction

Speech Signal

ML Classifier Scoring function Emotional State

F1

.

.

.

FN

Figure 2.8 – Basic structure of SER, adapted from Lieskovská et al. [43]

Lieskovská et al. [43] summarize SER into two main parts: feature extraction and

classification. In Figure 2.8, we illustrate these two parts. As we can see, the speech signal

serves as input to the front-end. In the front-end, we have the preprocessing and feature

extraction steps that define a representation for the input signal. This representation can

be a pre-defined set of features like eGeMAPs, ComParE, and pAA or audio embeddings,

like VGGIsh-generated ones. After generating the representation, they are fed to the back-

end, which has the ML classifier and the scoring function. As output to the back-end, we

obtain an emotional state for the speech signal.

In the back-end, two different methods have been applied. One is using CNN

models, treating SER as an image classification task, where the image of the Mel Spec-

togram feeds the model. The other uses models like SVM, decision trees, and autoencoder

when features such as prosodic, voice quality, and MFCC are used.

Datasets used to train and evaluate models have three types of origin: actor-

based, induced, and natural emotion. Actor-based datasets are developed under labo-

ratory scenarios, where professional actors simulate emotions. While induced datasets

consist of speakers exposed to stimuli that can bring specific emotions. Finally, Natu-

ral datasets contain emotions captured from speakers without any intervention or stim-

uli [68].

To evaluate the results predicted with models that use a dimensional approach,

the Concordance Correlation Coefficient (CCC) and the Mean Squared Error (MSE) (Equa-

tion 2.5) are used. CCC (Equation 2.4) is the correlation between two variables that follow

the Gaussian statistics, µ1 and µ2, and considering the standard deviations σ1 and σ2. The

covariance is defined as σ12.

CCC =
2σ12

(µ1 − µ2)2 + σ2
1 + σ2

2
(2.4)

D∑
i=1

(xi − yi)2 (2.5)
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2.6 Data Streaming

Data streaming is a continuous flow of data that, by default, never ends [4].

Nowadays, many streaming applications are running: wearable sensors, traffic informa-

tion, social media, streaming services such as Spotify and Netflix, autonomous cars, and

many others. Data streaming has a data source or data producer, data tuples, and data

schema in its structure. A data tuple is an atomic data item that an application will process

in the data stream. Moreover, the data schema defines the structure of the data type in

the tuple. Commonly, each tuple is associated with a timestamp [4].

The data tuple can be structured, semi-structured, or unstructured. It is struc-

tured with a defined schema with name/type/values. A semi-structured data tuple does

not have a defined schema, and, in some cases, it requires additional parsing and analy-

sis. Finally, unstructured data tuples consist of data that do not have patterns or are in a

proprietary format [4].

The process that will receive and process these tuples is called by Andrade et

al. [4] as data flow graphs. The operations applied to the incoming tuples in the data flow

are classified as stateless or stateful. Stateless operations, as the name says, do not keep

the state, and each tuple is processed without considering a previous history and the data

arrival order. On the other hand, stateful operations involve information from other tuples

and are more dependent on fault tolerance mechanisms.

Four operators are classified as stateless: projection, selection, aggregation, and

split. The projection operator can add, remove, and update attributes of a tuple, producing

a new tuple; the selection filters tuples. If the condition matches, the tuple will be selected;

otherwise, no. Aggregation is similar to the group by function in SQL. They make aggrega-

tions based on an attribute. Split will divide the stream into multiple streams according to

conditions, determining which outbound streams will transport each tuple. Finally, state-

ful operators are sort, join, and barrier. Sort is windowed-based, which groups and sorts

tuples based on a key value; join that are windowed-based and associates tuples based

on a condition; barrier differs from join because they do not use match conditions. The

barrier is also used to synchronize streams.

Operator A Operator BStreaming
Source Sink

Figure 2.9 – Pipeline example

A data flow graph can be organized as a pipeline to build a streaming application.

With a pipeline, it is possible to execute operations parallelly. We present an example in

Figure 2.9 of a pipeline that performs two operations that generate an output sink. Sinks

are defined as the consumers of the data produced by the streaming application, such as
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databases or files. In this example, each operation can run in parallel. Considering two

input tuples, X and Y, after tuple X is processed in operator A, from the moment it starts

processing in operator B, tuple Y can start to be processed by operator A.

Related to the data source, we can divide data streaming into two categories:

event-based and continuous data. Event-based events are triggered events that occur

under certain conditions, such as when someone starts talking. Furthermore, continuous

data, as the name says, are in a constant flow, such as sensor data. As we have continuous

incoming data, it is necessary to break it into smaller portions, which can then be fed to a

deep learning model, for example. The process of doing this division is called windowing,

where we have a segment/slice of stream ready to be processed.

Figure 2.10 – Windowing strategies [2]

Akidau et al. [2] defines three strategies for windowing: fixed, sliding, and session-

based, as represented in Figure 2.10. Fixed windows are sliced with a fixed-size time-based

length. Sliding windows divide data by a fixed length and period. Overlapping happens if

the length is bigger than the period. When both are equal, windows are fixed. Finally, the

window size can be dynamic, non-overlapping, and data-driven for session-based.

Database

File

Kafka /
MapR Streams Flink

Transport Processing

Figure 2.11 – Architecture of flink processing, adapted from Friedman and Tzoumas [25,
p. 21]

Flink is a Java-based data-streaming framework that considers the event-driven

paradigm. The architecture comprises two main concepts: the transport and the stream
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processing system. Transportation is responsible for receiving and sending events from

the different input sources to subscribe to the consumer and managing the queue of in-

coming events. Kakfa and MapR Streams are examples of libraries used for this case. The

stream processing system stage manages the data transition between applications, the

processing and transformations in data, and keeping the application state [25, p. 21].
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3. RELATED WORK

In this section, we introduce some related work found in the literature. For se-

lecting them, we consider ten aspects: (1) the architecture used (how the approach pro-

cesses the bimodal features); (2) if using a machine learning approach to extract acoustic

features; (3) if using sentence embedding for text features; (4) dataset type: if is acted,

or natural; (5) dataset language; (6) if it uses dimensions, what dimensions use, or (7) if

it uses classes, how many classes; (8) if it uses streaming or not; (9) data type used; and

(10) year of publication. For better understanding, we present a summary of all related

works in Table 3.1.

We divide the analysis of the related works in two ways: (1) approaches that use

dimensional emotion recognition and text features; and (2) approaches that apply their

models in a streaming scenario. This division was necessary because we did not identify

any work that used a bimodal model with dimensional data in a streaming scenario. For

the specific scenario, we have only a few models that use classes and audio-only data.

3.1 Dimensional Speech Emotion Recognition

Sun et al. [76] introduce an approach that uses textual, acoustic, and visual infor-

mation for dimensional emotion recognition. The proposed approach uses an LSTM with a

self-attention mechanism and was trained and evaluated on the MuSe-CaR dataset. The

use of the LSTM layer is due to the capability to get temporal dependencies. The authors

also explore the use of different feature sets for each modality. Regarding textual informa-

tion, they evaluated the following word embedding models: Glove, Word2Vec, and BERT.

Using eGeMAPS, pAA, IS13, and VGGish were evaluated for acoustic features. Early and

late fusion use were evaluated, and the best-obtained results were through late fusion.

The early fusion involved concatenating features before feeding the network, while the

late fusion used a second-level LSTM model that incorporated predictions from the uni-

modal features. When focusing on the use of textual and acoustic information, Sun et

al. [76] used IS13 with BERT and achieved 0.4931 of CCC for arousal. In contrast, the

authors used PyAudio with BERT-4 for the valence dimension and achieved 0.4633 of CCC.

Atmaja and Akagi [6] explored multitask learning for textual and acoustic fea-

tures. The acoustic features evaluated were the LLDs and HSFs from GeMAPs and pAA.

GloVe, FastText, and Word Embedding. Using three LSTM layers to process each modality

individually, the authors use dense layers to concatenate the features. In that way, each

input didn’t need to have the same dimension. After the concatenation, the architecture

has two dense layers with sizes 64 and 32, respectively, and the output is composed of

three dense layers with size 1, representing each emotion dimension. The CCC is used
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as loss and calculated as 1 − CCC. To train and evaluate the architecture, the IEMOCAP

dataset was used, with a 7869:2170 split ratio. The annotation for arousal, valence, and

dominance was normalized using a scale [-1,1]. The final approach used pAA HSF for

acoustic features and WE + GloVe for text. In arousal, the CCC score was 0.571, the va-

lence achieved 0.418 of CCC, and dominance with 0.500 of CCC. Besides evaluating the

LSTM, Atmaja and Akagi [6] also tested with the CNN network. However, the findings show

that the LSTM had better multimodal dimension emotion recognition results.

Sogancioglu et al. [72] investigate the use of TF-IDF, FastText, Polarity, Fast-

Text+Polarity, and Dictionary-based features for text features. The authors used a ma-

chine learning approach to extract information for acoustic features, using the Fisher Vec-

tor [53] as the encoder. The authors separate arousal and valence prediction according to

the input features. They predicted arousal using acoustic features with a score-based de-

cision fusion, while valence prediction was made with text features and a label-based de-

cision fusion. The architecture combined Support Vector Machines (SVM), kernel Extreme

Learning Machines (ELM), and Partial Least Squares (PLS). They evaluate their approach

using the Ulm State of Mind Elderly (USOMS-e) dataset, obtaining an Unweighted Average

Recall (UAR) of 63.7 for valence and 57.5 for arousal.

Focusing on early and late fusion models in an SVM model, Julião et al. [37] uses

BERT for textual features and the ComParE feature set combined with x-vectors. X-vectors

are an audio embedding representation with 512 fixed dimensions. They evaluate the

approach on the USOMS-e dataset using arousal and valence dimensions. The best results

for arousal are 48.8% of UAR and 61% of UAR for valence. The results are through the early

fusion, using the online and normalized version of x-vectors.

Atmaja and Akagi [7] compare word embeddings, Word2Vec, and GloVe for tex-

tual features, and explore the GeMAPS feature set through LLDs, HSF1, and HSF2 config-

urations. The LLDs only use high-level statistical functions with a mean; HSF1 uses the

mean and standard deviation of LLDs, and HSF2 uses the mean and standard deviation of

LLDs and silence. The authors used an LSTM for each feature set and an SVM classifier to

process the join of features. The evaluation was made using IEMOCAP and MSP-IMPROV

datasets. To calculate how close the output values are to the gold standard, they use

CCC. The best results were obtained through HSF2 combined with GloVe. On IEMOCAP,

arousal achieves 0.579 of CCC, valence 0.553 of CCC, and dominance 0.465 of CCC. While

on MSP-PODCAST, arousal gets 0.570 of CCC, valence 0.291 of CCC and dominance 0.405

of CCC.

Triantafyllopoulos et al. [79] focuses on evaluating the impact of using a fine-

tuned version of the w2v2-L-emo-ft model from Wagner et al. [81] in the valence dimen-

sion, using the MSP-PODCAST dataset. The results for each dimension were arousal with

0.041, valence with 0.386, and dominance with 0.048 of CCC. With the experiments, the

authors confirm the hypothesis that the good results in valence from transformer-based

models are due to the self-attention layers containing encoded linguistic knowledge.
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Srinivasan et al. [74] propose a teacher-student approach with a bimodal teacher

model to fine-tune HuBERT. They train the teacher model as bimodal, using audio and text

features, while the student model processes only audio embeddings. For textual features,

the BERT pre-trained model was used. The authors evaluate the proposed approach on

the MSP-Podcast and IEMOCAP. The CCC scores for the teacher model, which considers

bimodal features, are on MSP-PODCAST: 0.765 for CCC in arousal, 0.690 for CCC in valence,

and 0.683 for CCC in dominance. On IEMOCAP, the results are 0.668 for CCC in arousal,

0.648 for CCC in valence, and 0.537 for CCC in dominance.

Ispas et al. [36] uses a multi-task and cross-attention architecture, where the

output can be both categorical and dimensional emotion recognition. The HuBERT model

was used to extract acoustic features, and the DeBERTaV3 was used for textual. Hu-

BERT and DeBERTaV3 have the same 1024 hidden dimension size; To maintain consistent

dimensions, the shorter sequence is padded to match the longer one. Cross-attention

involves merging embeddings of the same dimension that originate from different modal-

ities. IEMOCAP was used to train and evaluate the proposed approach. The CCC score for

arousal was 0.677 and 0.748 for valence.

Using text features, more precisely word embeddings, demonstrably improves re-

sults on the valence dimension. While the dominance and arousal are affected only by the

acoustic features [79, 74, 6, 7, 72, 37]. We notice the use of GloVe by [6, 7] and more re-

cent approaches, such as BERT [74, 37, 76] and a derivation of it called camemBERT [45],

and DeBERTaV3 [36].

All of them use word representation level. We evaluate the use of sentence-level

representations. This is because we will infer the emotion based on a sentence, not for

each pronounced word. Keeping on that way, the meaning and the context of the words

in the sentence.

In this set of papers, we found a focus on the acoustic features used. For example,

we used eGEMAPS and ComParE feature sets, which improved SER results. Considering

emotions, audio embeddings were explored in the music emotion recognition task. Koh

and Dubnov [38] evaluate L3-Net [17] and VGGish models. For SER, Wang et al. [82]

explored VGGish, but for categorical evaluation, while for dimensional Julião et al. [37]

explored the use of x-vectors [70] embedding, Sun et al. [76] even evaluated the use

of VGGIsh, but not for the bimodal approach. More recent approaches consider the use

of w2v2 [79] and HuBERT [36, 74] to generate the representations. Independent of the

method to extract the features from the audio, even using pre-trained models or hand-

crafted options, none had the time to process this information. Our approach compares

the ComParE, eGeMAPS, pAA feature sets, and TRILL and VGGISH models for audio em-

beddings.
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3.2 Speech Emotion Recognition in Streaming Environment

We find three different approaches for speech emotion recognition that run in

a streaming environment. Bertero et al. [11] built a dataset from the TED-LIUM cor-

pus and used six categories of emotion: criticism, anxiety, anger, loneliness, happiness,

and sadness. To make it possible to use in real-time, their approach uses a CNN model

and the raw audio as input, down-sampled at 8 kHz. The accuracy for each class was

Criticism/Cynicism 61.2%, Defensiveness/Anxiety 62.0%, Hostility/Anger 72.9%, Loneli-

ness/Unfulfillment 66.6%, Love/ Happiness 60.1%, Sadness/Sorrow 71.4%. To classify, the

time necessary to process each second of speech was 13 ms.

Stolar et al. [75] uses a different approach, considering speech recognition as an

image classification task. They used the spectrogram image to feed the model to make

this possible. The authors evaluated their approach using the Berlin Emotional Speech

(EMO-DB) dataset. Two different approaches were tested; FTAlexNet achieves better ac-

curacy, while the AlexNet-SVM uses fewer computations. The average accuracy with the

FTAlexNet model for female voices was 79.68%, and 76.79% for male voices.

Lech et al. [41] focus on evaluating the impact of reducing the speech bandwidth

for SER, using categories. Seven emotions were considered: anger, happiness, sadness,

fear, disgust, boredom, and neutral speech. The CNN model was used to realize the pre-

dictions. With CNN, the spectrogram was used to feed the model. The approach was

trained and evaluated on Berlin Emotional Speech (EMO-DB). In a real-time environment,

the prediction is done every 1.033–1.026s. The baseline accuracy on EMO-DB was 82%,

and the bandwidth reduction from 8 to 4 kHz decreased the accuracy by 3.3%

Unlike these approaches, we will use dimensional emotion recognition instead

of discrete classes. Also, our focus is on bimodal features, while [75], [11] and [41] use

only acoustic features. Another point is that these papers are from before 2020, and after

that, we do not have publications that focus on SER that run on a streaming environment,

different from the ASR task, where we have some new approaches over the years, such

as [21, 67, 42] and [62]. It is important to notice that only [41] provides metrics for

evaluating streaming scenarios. [75] and [11] only mentioned that their approaches are

in real-time but do not show the result.
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Ref Architecture
Audio
Embedding

Sentence
Embedding

Dataset
Type

Language Dataset
Dimensions
Evaluated

Total
Classes

Streaming
Data
Type

Year

[11] CNN No No Natural English TED-LIUM - 6 Yes Audio 2016
[75] FTAlexNet No No Acted German EMO-DB - 7 Yes Audio 2017
[41] CNN No No Acted German EMO-DB - 7 Yes Audio 2020

[76]
Self-Attention
+ LSTM

No No Natural English MuSe-CaR AVD - No
Audio
Text

2020

[6] LSTM No No Acted English IEMOCAP AVD - No
Audio
Text

2020

[72] SVM No No Natural German USOMS-e AV - No
Audio
Text

2020

[37] SVM Yes No Natural German USOMS-e AV - No
Audio
Text

2020

[7] SVM No No
Acted
Natural

English
IEMOCAP
MSP-PODCAST

AVD - No
Audio
Text

2021

[79] w2v2 fine-tuning Yes No Natural English MSP-PODCAST AVD - No
Audio
Text

2022

[74]
Conditional
Teacher-Student

No No
Natural
Acted

English
MSP-PODCAST
IEMOCAP

AVD - No
Audio
Text

2022

[78] MFCNN14 Yes No
Natural
Acted

English
MSP-PODCAST
IEMOCAP

AVD - No
Audio
Text

2023

[36] Transformer Yes No Acted English IEMOCAP AVD - No
Audio
Text

2023

Our Approach LSTM Yes Yes Acted English IEMOCAP AVD - Yes
Audio
Text

2024

Table 3.1 – Related Works
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4. SPEECH EMOTION RECOGNITION ON STREAMING

Dimensional Speech Emotion Recognition has many potential applications in the

real world. Using dimensions, it is possible to map and identify anxious traces and reac-

tions, check if a class is boring to the students, detect if a driver is tired while driving, and

determine the level of customer satisfaction, among other things. However, there is a gap

between the literature and the real world, in which we have many approaches for SER, but

no one is built to support real-world scenarios with processing information as soon as they

are available. Models that run on a streaming environment must be fast enough to bring

results as soon as information arrives, but they also need good output accuracy. Because

of this, this work aims to combine SER, deep learning, and streaming to build a robust

approach that can be applied to the real world.

4.1 End-to-End Speech Emotion Recognition Architecture

Our end-to-end architecture is composed of two blocks. The front-end and the

back-end. The front-end is responsible for extracting features from the input signal, while

the back-end is responsible for processing the information from the front-end and predict-

ing the output. We detail the architecture in Figure 4.1. Given raw audio, we transform it

into a mono waveform and resample it into a 16 kHz sample rate. Due to the VGGIsh input

limitation, we limit the audio length to 10 seconds. We extract two types of features from

the waveform: textual and acoustic.

Back-end networkFront-end network

Transcription
WhisperX

Text Features
MiniLM L3

Acoustic Features
VGGIsh

LSTM
Feature

Concatenation

Numerical
representation

raw audio

Dimensional Emotion
Recognition

Feature Extraction

Valence

Dominance

Arousal
Dimen. reduction

PCA

Flatten
Average

Figure 4.1 – End-to-End Speech Emotion Recognition Architecture

The objective of the front-end is to extract and pre-process the textual and acous-

tic features, providing the correct shape to the back-end network so that it can concate-

nate and process it. The expected output is two vectors with 128 dimensions each. For

acoustic features, we generate audio embedding using the pre-treined VGGIsh model. VG-

GIsh generates a vector with 128 dimensions for each second of audio. We calculate the
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average from all rows in the matrix as a flattened function, generating a unique vector

with 128 dimensions for the whole audio for our back-end network.

The text features require an extra processing stage. We use the WhisperX model

to convert the input waveform into text, thus allowing sentence embedding to be gener-

ated for textual representation. To generate the sentence embedding, we use the MiniLM

L3 pre-trained model that generates a vector with 384 dimensions. To match the same

size as the audio features, we use the Principal Component Analysis (PCA) algorithm to

reduce the dimension to 128.

Valence

Dominance

Arousal

VGGISH [128]

Audio Embedding

MiniLM-L3 [128]

Sentence Embedding

Dropout [0.25]

Dense [3]

Dense [64]

LSTM [256]

LSTM [128]

Concatenation

Batch Normalization

Figure 4.2 – Back-end Architecture

The back-end network uses an LSTM network to process the incoming data. The

first layer concatenates both feature sets. We use the order audio, text . After the input

layer, we use a batch normalization layer to standardize the features. We use only two

LSTM layers, the first with 128 units and the second with 256 units, followed by a dense

layer with 64. We apply a dropout with a 0.25 probability after the dense layer. The out-

put is a dense layer with three values corresponding to valence, arousal, and dominance

dimensions. We use tanh as the activation function and Adam optimizer with a 0.001

learning rate.

4.2 Evaluation Results

We train and evaluate our model on the IEMOCAP dataset. We further detail on

Section 5.1. On IEMOCAP, we used the solution provided by Atmaja and Akagi [6] as a

baseline to compare our approach. As detailed in Chapter 3, Atmaja and Akagi [6] also

uses an LSTM model with GloVe for textual features combined with pAA HSF for acoustic

features.
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The main point in defining our architecture is the time necessary to process the

incoming data. While Atmaja and Akagi [6] focuses on word embedding, with GloVe, we

focus on capturing the sentence’s meaning through the sentence embedding from MiniLM

L3. The MiniLM L3 was tested on the Sentiment Analysis task and performed well on

Stanford Sentiment Treebank (SST) [71]. The textual embedding focuses on improving

the valence dimension; the task is close to sentiment analysis, going from negative to

positive perspectives.

Mode
CCC/MSE

AVG
Valence Arousal Dominance

Baseline
Bimodal LSTM (GloVe + HSF from pAA)
[6]

0.418 0.571 0.500 0.496

Our approach
VAD MiniLM-L3 VAD 0.4165 0.2989 0.2989 0.3381
LSTM Concat (VGGISH + MiniLM-L3 PCA) VAD 0.1431 0.5915 0.5899 0.4415

Table 4.1 – IEMOCAP evaluation results

On the acoustic side, the use of VGGIsh to recognize emotions has been explored

by Pham et al. [54] in bimodal categorical speech emotion recognition and by Koh and

Dubnov [38] in music emotion recognition. Pham et al. [54] uses the concatenation of

VGGIsh and BERT to recognize emotions. In addition to the mode to recognize emotion,

the main difference in our approach is in the architecture used and the textual represen-

tation. Originally, VGGIsh was trained to focus on audio classification tasks and achieved

better results than hand-crafted features on the Audio Set Acoustic Event Detection (AED)

classification task. Using GPU, the processing time of VGGIsh took 2.97ms per second of

audio, while the approach of Atmaja and Akagi [6] uses pAA with 9.13ms per second (see

Table 5.3). Analyzing the best scenario for each dimension, on valence, we have a loss of

0,359% of CCC in relation to baseline, while for arousal, we have a gain of 3.59%, and for

dominance, 17.98%.
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5. EXPERIMENTS

Throughout this research, we performed experiments to identify the best archi-

tecture for the proposed task and the best feature sets to use with the model. We detail

the process to define the architecture in Figure 5.1. To conduct the experiments, we divide

the process into two main steps: (1) feature selection and (2) fusion approaches. The first

step is to select the best way to represent the textual and acoustic information. The sec-

ond one is important to determine the best way to use both representations in our model.

We will discuss each step in the next section.

5.1 Datasets

To evaluate our experiments, we use the IEMOCAP (The Interactive Emotional

Dyadic Motion Capture) dataset [15]. IEMOCAP contains multimodal information, combin-

ing video, speech, motion capture of face, and text transcriptions. From these features,

we only use speech and text transcriptions. In total, the dataset contains approximately

12 hours of speech. IEMOCAP provides an AVD score and an emotion class annotation for

each utterance. VAD scores range from 1 to 5. The dataset contains approximately 12

hours of speech. Since IEMOCAP does not contain information about the split ratio, we

divided it into 60/20/20 ratios for training, testing, and validation. The validation set was

used to compute the results of all experiments. In total, the 1992 utterances from the

dataset have 8909 seconds of duration.

We normalized to a -1 to 1 scale with the Equation 5.1. This normalization is since

the original Russel approach uses the -1 to 1 scale, which is the pattern we use in our final

architecture.

x −
(

max−min
2 + 1

)
max−min

2

(5.1)

5.2 Feature Selection

To perform SER in a streaming scenario, optimal libraries or models must be cho-

sen to generate the representations of the input sources. We aim to explore the use of

textual and acoustic information. To make this possible, we define a set of experiments to

select the optimal choice for (1) transcribing the audio, (2) generating a representation for

the acoustic information, and (3) generating sentence embeddings for textual information.

This set of experiments is detailed in Figure 5.1-[A]. We use the IEMOCAP dataset to com-

pare different approaches. Experiments 1 and 3 use the full dataset, while experiment 2
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Figure 5.1 – The complete process for speech emotion recognition framework
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uses only the test set. The objective for each one is to define the best option, considering

the speed at which the data is processed and the lower error rate on evaluation.

We consider only pre-trained models for (1) ASR task. To make the transcription,

we select state-of-the-art models and compare the speed (time used to transcribe a chunk

of audio) and the Word Error Rate (WER) to measure the quality of the transcribed text.

In our tests, we evaluate: Wav2Vec2 [9], WhisperX [10] (using the whisper v2 large as

base model), fine-tuned XLSR-53 Wav2Vec2 [30], HuBERT [34], Seamless M4T v2 [48],

and Whisper v3 1.

Considering the different existing ways to (2) generate a representation for acous-

tic information, we selected two approaches: handcrafted features and audio embeddings.

We use OpenSmile and pAA libraries for eGeMAPS, ComParE, and pAA sets to extract hand-

crafted features. OpenSmile library allows the extraction of two levels of information:

low-level descriptors and functionals. We use the two levels to compare eGeMAPS and

ComParE. To generate audio embedding, we use the pre-trained VGGish and TRILL mod-

els.

Since we aim to keep the sentence’s meaning for recognizing emotion, we define

the use of (3) sentence embeddings for textual information. SBERT model has a good per-

formance on sentiment classification, so we consider the following models from Sentence

Transformer library 2 to generate the embeddings: MiniLM-L12, mpnet, and MiniLM-L3. We

selected them based on the speed reported in the documentation.

We evaluate experiments (2) and (3) using an LSTM network that predicts va-

lence, arousal and dominance. LSTM is a learning model designed to work with sequential

data, which fits the scenario of our experiments. We based our network architecture on a

previous work from Atmaja and Akagi [6]. Figure 5.2 illustrates the architecture.

We used the pAA feature set as a base to define the LSTM architecture for evaluat-

ing all the other features. This is necessary because we aim to use the same architecture

for all the feature sets. We created a script that used all possible combinations for the

parameters in Table 5.1.

Parameter Value
Dropout 0.5, 0.25

Learning Rate 0.1, 0.01, 0.001
Optimizer SGD, ADAM, RMSPROP
Batch Size 32, 64, 128, 256

Epochs 10, 50 , 100
Activation Function on LSTM linear, tanh
Output Activation Function linear, tanh

Table 5.1 – LSTM experimental configuration set

1https://huggingface.co/openai/whisper-large-v3
2https://www.sbert.net/
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Figure 5.2 – LSTM architecture for acoustic and text features

Our LSTM architecture was implemented using the Keras framework 3. The final

parametrization, considering all the possibilities based on the parameters in Table 5.1,

consists of two LSTM layers, the first with 128 units followed by one with 256 units. Tanh is

used as the activation function; one dense layer with 64 units is followed by a dropout layer

with a probability of 0.25, and finally, the output is a dense layer with three dimensions.

We use Adam optimizer and 0.01 as the learning rate. The training uses batch sizes of 256

and 100 epochs, and loss calculation uses Mean Squared Error (MSE) (Equation 2.5). The

input size is based on the feature dimension, represented in the first column of Figure 5.2.

The pre-processing consists of extracting and storing the features into Numpy

files, using the split into three sets: train, develop, and test. For this process, we evaluate

the time necessary to generate the whole dataset using each representation option. After

that, we load these files and feed the LSTM network. Before feeding the LSTM, we use

the StandardScaler function from sklearn 4 preprocessing to standardize the features. The

standard calculation for an x feature is represented in Equation 5.2. Where we have the

subtraction of the mean and the division by the standard deviation. In this way, we adjust

the distribution of the feature. The evaluation of the MSE and CCC was made through the

prediction function from Keras.

z = (x − µ)/s (5.2)
3https://keras.io/
4https://scikit-learn.org/
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5.2.1 Results

In this section, we will discuss the findings of each experiment. In ASR, the Whis-

per v3 model achieved the lowest WER, with 0.2262. Table 5.2 shows the complete results

for each model. Wav2Vec2 performed better, with 1.33s. However, considering WER, it is

a big difference from Whisper v3, as Wav2Vec2 achieves 0.9881. When considering the

best choice for our scenario, WhisperX is the best option, considering the second-lowest

WER, 0.2738, and the second-highest processing time, 2.803s.

Model Time (GPU) WER
HuBERT 3.2162 0.9643
Wav2Vec2 1.3373 0.9881
WhisperX 2.803 0.2738
Whisper v3 65.6492 0.2262
Wav2vec2 Large xlsr 3.2454 0.5595
Seamless M4T v2 23.0189 1.0238

Table 5.2 – Automatic Speech Recognition Evaluation

We achieved distinct results for experiments (2) generating representation for

acoustic information and (3) generating sentence embeddings for textual information. The

complete result is detailed in Table 5.3. Although there is a broad use of handcrafted

features in the literature, the processing time to extract the features is relatively high

compared to an audio embedding model like VGGIsh. pAA has the second faster time,

with 81.357s, while the best option is VGGIsh, with 26.47s. The main focus for acoustic

features is the arousal and dominance dimensions that have more impact on acoustic

information. Even with eGeMAPS getting better results on CCC, the processing time is too

high to be used in a streaming scenario. So, in this case, the best option is VGGIsh, which

has a lower processing time and a competitive CCC compared to pAA and eGeMAPS.

Input CCC/MSE V CCC/MSE A CCC/MSE D Time(s) thrg.(ms)
Acoustic Evaluation

ComParE LLD 0.025 / 0.2045 0.1196 / 0.114 0.1156 / 0.1139 483.8202 54.31
ComParE 0.0439 / 0.2028 0.5679 / 0.0764 0.5658 / 0.0764 526.5632 59.10
eGeMAPS LLD 0.0108 / 0.2045 0.0792 / 0.1159 0.0789 / 0.1159 509.2656 57.17
eGeMAPS 0.2052 / 0.1819 0.6066 / 0.0704 0.6086 / 0.0709 509.2656 57.17
pAA 0.136 / 0.1923 0.5813 / 0.075 0.5803 / 0.075 81.357 9.13
TRILL 0.1978 / 0.1887 0.5308 / 0.0769 0.5308 / 0.0769 1099.2904 123.40
VGGISH 0.1751 / 0.1932 0.5694 / 0.0751 0.5694 / 0.0751 26.4742 2.97

Text Evaluation
MiniLM-L12 0.1292 / 0.1952 0.0917 / 0.1192 0.0913 / 0.1192 11.9568 1.34
mpnet 0.0412 / 0.2022 0.0245 / 0.1202 0.0226 / 0.1193 11.8198 1.32
MiniLM-L3 0.3238 / 0.1875 0.2057 / 0.1125 0.2057 / 0.1125 4.1988 0.47

Table 5.3 – Acoustic features results
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In experiment (2), the processing is around six times faster than the one for au-

dio. As we can see in Table 5.3, MiniLM-L3 is the faster model for sentence embedding

generation, with a 4.2s. Considering the CCC, MiniLM-L3 also achieved the highest value

for valence, with 0.3238. In this case, MiniLM-L3 is the best option in both evaluation

cases.

Using this LSTM architecture, the expected processing time for each second of

audio input is 0,78ms for transcribing and generating sentence embedding and 2,97ms

for generating the audio embedding. In the next section, we will present an ablation study

to get better results using these representations.

5.3 Fusion Approaches

Once the features used to represent the acoustic and textual data are defined,

we evaluate the best way to use both types of information. To do this, we followed some of

the approaches reviewed by Atmaja et al. [8]. We consider the (1) model level, (2) feature

level, (3) decision-level fusion, and (4) average from acoustic and linguistic features.

Dimension level

VAD

LSTM

Representation level

Feature Level
Concatenation

Average

LSTM Level
Concatenation

Average

LSTM
text

LSTM
acoustic

Predict
Valence

Predict
Arousal, Dominance

Concat

Dimension level

Predict
VAD

Predict
VAD

Average

LSTM
text

LSTM
acoustic

Figure 5.3 – Different structures for fusion concatenation

We detail our experiments in Figure 5.3. At the representation level, we have

four approaches, considering average and concatenation of (1) model and (2) feature

level. Considering the model approach, we used an extra keras layer before the batch

normalization layer. For both cases, we first use the audio embedding and, in sequence,

the sentence embedding data. Using the Keras layer, keeping both sentence and audio

embedding with the same dimension was necessary. In this case, we use two approaches:
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reduce dimensionality from sentence embedding or standardize each utterance to 3 sec-

onds, followed by a flatten function to VGGIsh output.

To reduce the dimensionality of the sentence embedding, the PCA matrix decom-

position from Sklearn was applied, reducing it from 384 to 128. At the feature level, we

used the Numpy Concat function to concatenate both features. For the average, we first

applied the same PCA function; after that, we used the Numpy Average function. To keep

the original size of the sentence embeddings, we tried to pad or trim each utterance to 3

seconds and apply a flatten function to transform the VGGIsh output, which contains one

vector per second of audio.

Considering the dimension level, we used two approaches: (3) decision-level fu-

sion and (4) average from acoustic and linguistic features; we used two LSTM networks

to process the acoustic and textual information. In the first case, we trained using the

audio embedding of an LSTM with two outputs: arousal and dominance dimensions. On

the other hand, we trained an LSTM with the sentence embedding only for the valence

dimension. The other approach uses the three dimensions and the same structure for the

LSTM; we only calculate the prediction average for audio and sentence embeddings.

5.3.1 Results

We verified that optimizing some parameters of our LSTM produces better results

for unimodal approaches, but this is not our focus here. An interesting behavior is that

using fewer dimensions on output significantly worsens the results. Using the average on

Valence, the CCC is lower than 0.1

Mode
CCC/MSE

Valence Arousal Dominance
Unimodal - baseline

VAD VGGIsh VAD 0.1482 / 0.1986 0.5533 / 0.0725 0.5528 / 0.0724
VAD MiniLM-L3 VAD 0.4165 / 0.1954 0.2989 / 0.1223 0.2989 / 0.1223
VAD MiniLM-L3 PCA VAD 0.1055 / 0.2725 0.0805 / 0.143 0.0805 / 0.143

Dimension Level
V Avg (MiniLM-L3 V + VGGIsh V)
AD ComParE AD

0.0186 / 0.2214 0.0996 / 0.1145 0.0981 / 0.1146

V Avg (MiniLM-L3 3 VAD + ComParE VAD)
AD ComParE VAD

0.0852 / 0.1933 0.1171 / 0.1103 0.1156 / 0.1104

Representation Level - Manual Concatenation
VGGIsh + MiniLM-L3 VAD 0.4034 / 0.1977 0.2883 / 0.1317 0.2883 / 0.1317

Representation Level - LSTM
Concat (VGGIsh + MiniLM-L3 PCA) VAD 0.1431 / 0.203 0.5915 / 0.0725 0.5899 / 0.0725
Average (VGGIsh + MiniLM-L3 PCA) VAD 0.0555 / 0.2007 0.434 / 0.0872 0.4325 / 0.0873
Concat (VGGIsh flatten + MiniLM-L3) VAD 0.3219 / 0.2012 0.4109 / 0.1074 0.4109 / 0.1074
Average (VGGIsh flatten + MiniLM-L3) VAD 0.029 / 0.2022 0.3446 / 0.0954 0.3442 / 0.0957

Table 5.4 – Fusion evaluation results
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Working on the representation level, using the manual concatenation before pass-

ing to the LSTM input layer, we achieved better results than the dimension level. However,

the results are worse than when compared with the unimodal features. Comparing each

dimension, valence achieves lower results than only MiniLM, while arousal and dominance

are lower than with VGGIsh.

The best results were obtained using the concatenation with PCA on sentence

embeddings at the LSTM level as a Keras layer. We have increased arousal and dominance

CCC scores, achieving 0.5915 and 0.5899, respectively. Flattened VGGIsh brings better

results only on the valence dimension when compared to the PCA one. This was expected

because we kept all the information in the sentence here. We also tested the order of

features in concatenation, and the best option is to use VGGIsh first. The average layer

has lower results than only VGGIsh features. Based on this, our final approach will use the

concatenation of VGGIsh and MiniLM-L3 with PCA.

5.4 Streaming

The streaming implementation took place in two ways: one for evaluation and the

other for real-world application. This is necessary since there are no datasets available

for streaming scenarios. So, to make the evaluation possible, we iterate over the data,

preserving the duration of each file annotated. In the real-world scenario, we used a

window time-based to split the incoming signal. We present the architecture in Figure 5.4.

To generate the audio input streaming, we use the pyAudio streaming function to

capture the signal from the microphone as mono. We specify the params used to capture

the audio in the Table 5.5. The number of chunks is calculated by multiplying the chunk

length and the sample rate. The chunk represents the number of frames into a mel spec-

trogram input, calculated over the number of samples divided by the hop length. We use

a mono channel.

Parameter Value
Sample Rate 16000

N FFT 400
N MELS 80

Hop Length 160
Chunk Length 30

Number of Samples CHUNK LENGTH * SAMPLE RATE
Chunk N SAMPLES / HOP LENGTH
Format pyaudio.paInt16

Channels 1

Table 5.5 – pyAudio parameters for audio capturing
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After the windowing process, we convert the input signal into a numerical rep-

resentation. We use the Whisper function, which uses FFmpeg to convert the signal into

a waveform. After that, we use the Kafka producer to send the waveform to the queue,

which Flink will process. To predict the values for valence, arousal, and dominance, we

created an API using Flask to receive the requests from Flink. We use an API because

Tensorflow models cannot be used in a streaming environment. We also make tests with

Spark Streaming, but it only works using batches, which is not our objective.

pyAudio audio streaming

audio capturing

Consume data

Uses kafka producer

Remove from queue

Consume the kafka source

Windowing
3 seconds

Conversion
input signal to

numerical
representation

Predictic
Valence, arousal
and dominance

Figure 5.4 – Architecture used for streaming speech emotion recognition

Our API has four different endpoints; in that way, we can use different producers

in Flink. First, we transcribe and generate the audio embedding. After that, using the

transcription, we generate the sentence embedding and apply the PCA to reduce dimen-

sionality. With both embeddings, we predict the three dimensions using our LSTM model.

After getting the prediction, we remove the waveform from the Kafka queue.

5.5 Discussion

In contradiction to the literature, our highest gain using a bimodal approach, was

on the dominance dimension, and not in valence as presented in the related works. We

achieved a 17.98% gain in CCC in comparison to the Atmaja and Akagi [6] approach. This

is more correlated to the way used to represent the audio withVGGIsh. The incorporation

of sentence embeddings adds only 4.12% of CCC.

When we compare the results for valence using only the Mini LM L3 model, they

are similar to the bimodal approach of Atmaja and Akagi [6] (0.418 vs 0.4165). Our main

issue is the dimensionality reduction for using sentence embedding in the concatenation

layer in the Keras model. This is necessary to obtain a sentence embedding with the same

number of dimensions as the audio embedding. In the case where we only use PCA as

input, CCC is reduced to 0.1055. The concatenation provided a better result, with 0.1431

CCC. But it is still worse than the original size one. This occurs because we apply the PCA

after generating the embedding. A possible solution is adding a new dense layer to the

Mini LM model and producing the embedding directly with 128 dimensions.

From the most recent machine learning approaches to extract information from

audio, we evaluate the VGGIsh and TRILL models, regarding that they are used to feed

our LSTM network. Another possible option is to use a CNN network with features from
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Wav2Vec2, Wav2Vec2-BERT 2.0, Hubert, and another model that generates more complex

representations. Wav2Vec2-BERT 2.0, for example, creates a representation with 1024

dimensions for each x ms. To be able to use only one dimension, we apply an average

function to the VGGIsh matrix embedding. They produce an array for each second of

audio input.

Recent reviews like Geetha et al. [26] and Lieskovská et al. [43], show a direction

for future works in real-world applications that can be used in real-time. To make this

possible, the processing time must be considered. However, current publications did not

show the processing time necessary to execute their approach. The main focus is the

feature selection for better results and the model’s architecture. With the LSTM, the total

prediction time for our test set was 1.2794 seconds.

Wundt and Judd [86] define that depending on the symptomatic nature of emo-

tions, one of the forms of expressive movements is the expression of ideas. Which can be

pantomimetic or descriptive. Due to genetic relationships with speech, it has a special psy-

chological meaning. So, due to the importance of expressing ideas in emotion expression

and the lack of diverse and large datasets [26], sentence representations add contextual

information to predict the valence and give a modest contribution to the arousal and dom-

inance dimension. The sentence embeddings are the best options when considering the

sentence’s meaning. The results on valence when using only the Mini LM L3 reflect the

good results on the sentiment evaluation databases (see Section 2).

It is controversial to consider that speech emotion recognition can be done in

real-time. This is because when we consider the use of sentence embedding, the sen-

tence must be complete to gain more context and meaning. Even if we use real-time

transcription, we will deal with, in the better case, words. So, considering the average

length of the annotated data chunks from IEMOCAP and MSP-PODCAST, we determine our

windowing time to be 3 seconds of utterances.

5.6 Reproducibility

We perform our experiments on our laboratory server, which has the following

specifications: Operating system:

• Ubuntu 20.04.4 LTS

• Kernel: Linux 5.4.0-109-generic

• Architecture: x86-64

Hardware specification:

• CPU: AMD Ryzen 5 5600X 6-Core Processor with 12 threads
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• Memory: total memory space 32058 (MB)

• GPU: NVIDIA GeForce RTX 3090 (24576 MiB)
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6. CONCLUSION

This work introduces a dimensional speech emotion recognition approach using

bimodal features. Our contribution was given in five main aspects: (1) the identification of

the better approach for automatic speech recognition; (2) the identification of the better

way to generate the sentence embeddings for SER; (3) the identification of the better

option between hand-crafted features and audio embedding for acoustic representation.

(4) the identification of better options for feature fusion. (5) an architecture to execute

SER on a streaming environment.

To achieve our objective, we split our work into five steps. First, we evaluate some

of the state-of-the-art models for (1) automatic speech recognition: HuBERT, Wav2Vec2,

WhisperX, Whisper V3, Wav2vec2 Large xlsr, and Seamless M4T v2; (2) hand-crafted fea-

tures and audio embedding for generate acoustic features: ComParE, eGeMAPS, and pAA

feature sets and TRILL and VGGIsh embeddings; (3) sentence embeddings models for text

representations: MiniLM L12, MiniLM L3, and mpnet.

We evaluate the best way to use acoustic and textual representations. We define

WhisperX as the automatic speech recognition model, VGGIsh, and MiniLM L3 for acous-

tic and textual representation. We explored fusion at the representation level, creating

concatenation and average representations at the feature and LSTM levels, adding a new

layer to our LSTM network. We also explore the concatenation and average for dimension

level but use distinct approaches to predict arousal, valence, and dominance scores. Fi-

nally, after defining the best way to use the representations, we build our final architecture

and empirically explore the parameters of our network. As a result, we achieve 0.5915 of

CCC for arousal, 0.4165 for valence, and 0.5899 for dominance.

With the architecture defined and the LSTM model trained, we build a stream-

ing environment to run our pipeline. The final algorithm captures the microphone input

in streaming and sends the representation to a Kafka queue every three seconds. The

processing occurs in Flink, which will call a request from an external API that returns the

predicted AVD values for that utterance.

This research was also accepted for publication in the XXIV Brazilian Symposium

on Computing Applied to Health (SBCAS) [31]. In future work, we plan to use a pre-train

version of the Mini LM L3 model to directly produce a vector with 128 dimensions as the

output. This will increase the CCC for the valence dimension. By consolidating the best

features, we also aim to test with new models, such as Transformer, and use different

datasets to train and evaluate our approach. Finally, considering the streaming scenario,

we aim to add a sink operation and use a visual approach to understand the model pre-

diction output.
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