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Abstract—In stream processing, data arrives constantly and is
often unpredictable. It can show large fluctuations in arrival
frequency, size, complexity, and other factors. These fluctua-
tions can strongly impact application latency and throughput,
which are critical factors in this domain. Therefore, there is
a significant amount of research on self-adaptive techniques
involving elasticity or micro-batching as a way to mitigate this
impact. However, there is a lack of benchmarks and tools for
helping researchers to investigate micro-batching and data stream
frequency implications. In this paper, we extend a benchmark-
ing framework to support dynamic micro-batching and data
stream frequency management. We used it to create custom
benchmarks and compare latency and throughput aspects from
two different parallel libraries. We validate our solution through
an extensive analysis of the impact of micro-batching and data
stream frequency on stream processing applications using Intel
TBB and FastFlow, which are two libraries that leverage stream
parallelism on multi-core architectures. Our results demonstrated
up to 33% throughput gain over latency using micro-batches.
Additionally, while TBB ensures lower latency, FastFlow ensures
higher throughput in the parallel applications for different data
stream frequency configurations.

I. INTRODUCTION

Most stream processing applications need to handle data that

arrives with varying intensity. This intensity can be defined

as data arrival frequency, data size (including batching), data

complexity, and other aspects [1], [2]. For example, in network

monitoring applications, the data stream frequency is higher at

peak times. Regarding data complexity, a person recognition

application might be more computationally intensive in more

crowded frames. In addition, batches based on time slots

may have varied sizes, which means micro-batching stream

applications must handle this minimizing performance losses.

In stream processing, ideally data should be processed as it

arrives, in near real-time. Therefore, unexpected spikes, bursty

phases, and other abrupt changes in the input streams can

cause undesirable effects that impact negatively on throughput,

latency, or even lead to a system failure and/or data loss [3].

Due to this intrinsic nature of stream processing, a significant

research and development effort is put into mitigating the

impact of these fluctuations in input streams and increasing
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fault tolerance. The characteristics of these streams, such as data

frequency and micro-batch size, can be regulated for improving

or achieving optimal performance levels. Thus, scientists are

constantly developing solutions for applications in this domain,

both for the design of new applications and adaptivity [2], [4]–

[6]. The use of micro-batch can amortize undesirable effects.

However, the batch size significantly affects the performance

in stream processing applications [1].

Varying the data stream frequency is important for testing the

adaptability of stream processing systems. For example, scaling

out to see if a system can avoid backpressure or simulating

frequency variations to analyze if the system can sustain a target

throughput or latency. To the best of our knowledge, no one has

compared Threading Building Blocks [7] with FastFlow [8] in

stream processing applications with regards to throughput and

latency. Other works from literature assessed these tools mainly

using fixed data frequency and rarely investigate the impact of

micro-batching. Analyzing data frequency in stream processing

with multiple applications is a complex and challenging task.

However, we have not found support tools in the literature that

allow users to create custom stream processing benchmarks that

natively support latency and throughput analysis with dynamic

micro-batch sizing and data frequency. Related work is very

domain-specific and not easily parameterized.

In the past [9], [10], we proposed a framework for creating

benchmarks of stream processing applications that makes it

easier to assess multiple parallel programming interfaces (PPIs).

In those works, we evaluated the performance of different real-

world stream applications under multiple PPIs in terms of

latency, throughput, and resource utilization. In contrast, in

this paper, we added new features to the framework, such as

dynamic micro-batch size and data stream frequency, to enrich

the performance analysis of PPIs and other tools that aim at

leveraging parallelism. SPBench is free software and is publicly

available1.

This work aims to investigate how stream processing appli-

cations and PPIs behave under different data intensity, degrees

of parallelism, and workloads. We studied Intel TBB and

FastFlow libraries, as they support stream parallelism and few

analyses are available under these parameters. Therefore, we are

contributing for: a framework that simplifies the benchmarking

1https://github.com/GMAP/SPBench
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of micro-batch sizing and data stream frequency on stream

processing applications; and an analysis of the performance

impact on micro-batch sizing and data frequency, varying

applications and PPIs.

The structure of the remainder of this paper is as follows.

Section II gives a background and discusses related work. Our

framework is briefly introduced in Section III. Section IV

describes the methodology used in the experiments, and the

results are presented in Section V. Finally, in Section VI, we

draw our conclusions and future work.

II. BACKGROUND

A. Related Work

In previous work we have discussed in detail benchmarks

and frameworks related to SPBench [10]. Here, we discuss

related work that investigated micro-batching and data stream

frequency in stream processing.

Das et al. [1] propose a self-adaptive algorithm to reduce

the latency of distributed batched streaming systems through

dynamic batching resizing. They used Apache Spark and tested

the algorithm by varying the input data rate with waveform

and binary (sudden low-high frequency changes) strategies.

Zhang et al. [4] targeted the same problem with a different

approach, but they also tested their algorithm using a binary

strategy for data stream frequency. Stein et al. [2] also have the

same goal, but they target compression algorithms and graphics

processing units (GPUs). Here the authors tested the algorithm

with four workloads presenting different complexity patterns

across the dataset to vary the data intensity. Abdelhamid et

al. [5] introduce an algorithm for self-adaptive parallelism for

micro-batch stream processing and test it with several data

stream frequency strategies.

In [11] the authors propose a reconfiguration algorithm

for power-aware parallel applications. They implemented the

algorithm in the PARSEC [12] suite using FastFlow and tested

it changing the size of the items to simulate drops and rises

in data intensity. In [6] the authors evaluated scalability of

benchmarks implemented with Apache Flink and Apache Kafka

Streams by varying the data stream frequency. The strategy they

used to increase data frequency was to increase the number of

data sources rather than increase the rate of item generation.

RIoTBench [13] is a benchmark suite for IoT stream

processing. They evaluated Storm’s performance under real

workloads that naturally exhibit increasing, decreasing, wave,

and binary data stream frequency strategies. [14] evaluated the

performance of micro-batching distributed stream processing

systems (DSPSs) using two data intensity strategies. Wang et

al. [15] presented a Storm-based framework for auto-elasticity

and tested it using data size and complexity as a way to

tune the data intensity. In [16] is proposed a framework for

generating data to evaluate different engines for Linked Stream

Data (LSD). This framework allows different parameters to be

adjusted, such as data size, the number of sources, and data

stream frequency. Karimov et al. [17] propose a benchmarking

framework that generates data at a configurable rate and acts as

a distributed in-memory data generator for evaluating DSPSs.

NAMB [18] is a framework that automatically generates

micro-benchmarks to evaluate DSPSs. It includes a Kafka

synthetic workload generator that can be configured to generate

data streams at different frequencies. They evaluated the micro-

benchmarks using a binary strategy for data stream frequency.

Balkesen et al. [19] proposed a framework for adaptive

input admission and data management in distributed stream

processing. The authors used the distributed engine Borealis

and modeled synthetic and real GPS data to meet several

specific data stream frequency strategies to test the framework.

In [20], some strategies are presented for proactive elasticity and

energy awareness in data stream processing. This work target

multi-core architectures and use FastFlow [8] to perform the

experiments. In addition to the original workload, it implements

a strategy where the data intensity increases or decreases in

small random steps. Navarro et al. [21] evaluated pipeline

parallelism and compared PThreads and TBB using different

scheduling policies, optimizations, and parallel compositions.

Although many of these works evaluated different PPIs with

micro-batch or data stream frequency, most aim for distributed

engines [16]–[19]. Other works have evaluated PPIs that support

multi-core architectures, but either the focus was on stream

processing on GPUs [2] or they did not compare different

PPIs [11], [20]. Regarding performance evaluation, they are

commonly either latency-, or throughput-aware [1], [2], [4], [5],

[16]. Benchmarks that allow exploring micro-batching transfer

this responsibility to DSPSs (Spark usually) [1], [13], [17]. As

can be observed, none of these works analyze and compare

the impact of micro-batching and data stream frequency on

the performance of different PPI for stream processing on

multi-cores. To the best of our knowledge, there are no similar

approaches for benchmarking stream processing with micro-

batch and data frequency configuration.

B. Micro-batch stream processing

Micro-batch (or mini-batch) processing is a variant of

traditional batch processing. In micro-batching systems, data

is processed in small groups at a higher frequency. In stream

processing, micro-batching can be used as an optimization

technique that trades throughput for latency [3]. The size of

a micro-batch can be defined according to predefined criteria,

such as time intervals (e.g., each 2-second interval forms a

new micro-batch), data size (e.g., micro-batches with 5 MB of

data), number of items, and others [1]. In general, the optimal

size is the one that achieves the desired trade-off between

throughput and latency [2]. However, this is not a static value

since fluctuations in data stream frequency and processing cost

of each item are very common in stream processing.

Besides the disadvantage of increased latency, there are

many advantages for using micro-batches in stream processing.

Enabling batching support in an application implies in adding

loops. Therefore, the compiler may optimize these loops with

unrolling techniques using software pipelining. It also enables

vectorization. Besides, micro-batching may improve throughput

by amortizing operator-firing and communication costs. Such

amortizable costs can include deeply nested calls, warm-up
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costs (e.g., for the instruction cache), and scheduling costs,

possibly involving a context switch [3]. For stream processing

with GPUs, it requires batching input elements for efficient

resource utilization [2]. Micro-batching can ensure system

stability and lower latency for a wide range of auto-adaptive

algorithms workloads despite significant variations in data rates

and operating conditions [1]. Such algorithms can achieve

performance levels without demanding extra resources or

leading to data losses.

The primary control variable in micro-batching is the batch

size. It can be controlled either statically or dynamically [3].

StreamIt [22], for instance, has a static batching algorithm that

aims to trade the data-cache cost of requiring larger buffers

for the benefits of using instruction-cache when processing

micro-batches. However, systems with statically set micro-

batches may exhibit high latency under lower loads or may

not cope with sudden increases in data frequency or item

processing cost [1]. On the other hand, dynamic batching is

commonly used with self-adaptive methods for reacting to

load changes and maintaining system stability. There are many

works focused on developing algorithms that exploit dynamic

batching to improve performance or resource utilization [1],

[2], [4], [5], [23], [24]. These works require the researcher

to allocate extra time to implement benchmarking support,

diverting from the research scope. Therefore, we argue that

there is a demand for tools like our framework, which can be

very useful for researchers in this area.

C. Data Frequency

Data frequency can have different meanings in stream pro-

cessing. It can mean the frequency with which the application

receives items of the same type. It is also be used under several

synonyms in the literature, such as data (or arrival, or item, or

stream) rate or frequency, stream pressure, input frequency, and

so on. Here, we define data stream frequency as the number

of items generated by sources per unit of time. In practice, in

this work, we add a time delay for each item in the source.

Decreasing the time delay entails in increasing the frequency

and vice versa.

It is pretty standard for data not to arrive at constant speeds

throughout the execution of a stream processing application.

Fluctuations can occur due to workload characteristics, transient

network issues, garbage collection in JVM-based engines,

etc. [17]. Examples of loads that can present huge and

often predicted fluctuations are data from network monitoring,

traffic control, GPS, and others. This kind of fluctuation is

usually linked to the times people use these services the most

throughout the day and can be drawn as a waveform. However,

many works in the literature need to do tests with abrupt

fluctuations and shorter periods [5], [13], [17]–[19].

In some cases, data stream frequency (and also micro-

batching) merges with the concept of data intensity or data

complexity [25]. In these cases, the workload behavior is given

by the size or computational cost of the items. In [11], for

example, the authors use an image processing application and

cut by half the resolution of the input images at specific points.

Data frequency strategy Related work

Increasing [6], [13], [16]

Wave [1], [5], [13], [19]

Binary [1], [4], [5], [13], [14], [17]–[19]

TABLE I: Data stream frequency strategies found in R.W.

They used it to simulate a binary strategy. [2] used real and

custom workloads for data compression with stretches of higher

and lower processing costs. In this work, we do not artificially

modify the workloads in this way because they naturally exhibit

patterns of intensities compatible with the wave, binary, and

other strategies. Table I presents the data stream frequency (or

data intensity) strategies that have been used at least twice in

related work (Section II-A). It shows that increasing, wave,

and binary are the most commonly used strategies. Through

our framework, users can create custom benchmarks, run tests

with these strategies, and even create other custom strategies.

III. SPBENCH

SPBench was first introduced on [9], and the first release

was fully described and evaluated on [10]. It is open-source

and available under the GPLv3 license. The goal of SPBench is

to enable users to easily create custom benchmarks from real-

world stream processing applications and evaluate multiple

PPIs. It provides a C++ API that allows users to access

simplified versions of the applications in our suite. Based

on the sequential versions, users can implement parallelism,

create new benchmarks with different parallelism strategies, or

even explore new PPIs. Users can also configure and modify

parameters, such as build dependencies and metrics, through a

command-line interface (CLI). It is fully modular and parallel

code can be quickly replicated across all SPBench applications.

One of the aspects that most differentiates our framework

from related work is how users interact with it. Specific low-

level details of each application are abstracted and the API

presents the user with the core of each application in a few lines

of code. Such applications can originally be much longer than

a thousand lines. Users can access through the CLI a database

containing all applications/benchmarks previously added to our

suite (e.g., the ones we used in past and in this work) and their

new customized versions. Other secondary parameters can be

tuned via the CLI with simple commands. This allows users

to entirely focus on writing and tuning the parallelism rather

than spending time with the non-relevant low-level aspects of

each application. It is helpful for researchers to test their new

solutions and technologies for stream parallelism, and also for

learning/teaching purposes.

Figure 1 shows the representation of the SPBench framework.

The first released version allows users to select receiving data

from a disk or memory (we plan adding a network option

in the near future and multiple sources support). Users can

evaluate latency, throughput, and resource usage at different

granularities and depth levels. Users can also choose from

multiple workload classes for stressing different characteristics
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Fig. 1: SPBench framework (new contributions in yellow [10]).

in the application and PPI. In this work, we added the options of

dynamic micro-batch sizing and data stream frequency control.

These new features are already fully integrated and functional.

We marked our new contributions to the framework as light

yellow dashed blocks in the Figure 1.

IV. METHODOLOGY

In this section, we discuss the methodology that was used

for the experiments in the next sections. All experiments were

performed in a computer that has 32 GB of RAM and two

Intel Xeon E5-2620 v3 processors (total of 12 cores and

24 threads). The operating system was Ubuntu Server 18.04,

64 bits, kernel 4.15.0-88-generic, and GCC 7.5.0 using -O3
flag. Other libraries used were OpenCV 2.4.13.6, Intel TBB

2020 Update 2 (TBB INTERFACE VERSION 11102), and

FastFlow version 3. Implementations with FastFlow used queue

size 1. For TBB we defined ntokens = nthreads× 10 [21].

We built benchmarks using four applications supported by

our framework [10]: Bzip2, Lane Detection, Person Recog-

nition, and Ferret (from PARSEC) [12]. To monitor the

applications, we used the routines of the API itself, which

allows for performance monitoring with microsecond precision.

We choose a 250 ms monitoring interval to avoid interfering

with the results [20]. Furthermore, for each application, we

used the same load, and parallelism strategy described in [10].

Although uur framework allows for dynamic batch sizing,

we focused on evaluating micro-batching under multiple

parallelism degrees. Thus, we used static micro-batch sizes for

space reasons.

For data frequency we used four strategies with different

behaviors, which include the main strategies found in the

literature: increasing, decreasing, wave, and binary. The

frequency is controlled by inserting a time delay for each

item in the source operator. Our framework allows users to

control this delay with microsecond precision, and data can be

loaded directly from the main memory (in-memory execution)

to reach the maximum frequency. Although the minimum item

delay (i.e., maximum frequency) can be set to zero, the memory

access delay must be regarded.

In our data frequency strategies, we vary the time delay

between 0 and 300 milliseconds. In [9] and [10] it can be seen

that latency of 300 ms is a value that closely approximates what

was achieved in executions with 24 replicas in most test cases.

Therefore, we modeled our strategies based on these bounds.

We divided each workload into twenty steps. At each step,

the frequency increases or decreases, according to the chosen

strategy. Ferret with native load [12], for example, processes

225 items by step, against 22 items in Person Recognition.

In the increasing strategy, the item delay is decreased from

300 to 0 ms, which implies increasing the data frequency

from minimum to maximum through small 15 ms steps. In the

decreasing strategy, the opposite occurs. In wave each wave

has a four-step amplitude, which means a 75 ms item-delay

jump by step (up or down). In binary the frequency is changed

abruptly between minimum and maximum twenty times.

V. EXPERIMENTS

This section presents the experiments for micro-batching

and then for data stream frequency. Although the benchmark

applications support other parallelism patterns, and they are

available to users in our framework, we evaluate only the

Farm pattern for comparison and to simplify the analysis and

discussion. It consists of three-stage pipeline, where there is a

producer stage (source), n worker stages (here all intermediate

stages of the pipeline are collapsed into a single one and then

replicated for data parallelism), and a final consumer stage

(sink), which aggregates the final result [10].

A. Micro-batching Results

We run the experiments with micro-batches using multiple

degrees of parallelism, from 2 to 24 maximum parallel workers

in the farm. The actual number of threads created by each

PPI varies according to its design. However, we will focus the

discussion on the results with 12 and 24 replicas, which are

the number of physical cores and the total number of threads

for this system. Besides replicas, we also vary the micro-batch

size from 1 (no batch) up to 5 items per batch (lines in the

charts). We have experimented with a more extensive range,

but we believe that above 5 items it is already out of the

micro-batching concept, and the latency becomes significantly

higher in some cases.

The graphs with micro-batching results are in Figures 2-5.

Each figure contains the results for one of the applications. The

graphs show latency and throughput (items per second) for Intel

TBB and FastFlow. Figure 2 shows the experimental results for

the Lane Detection application. In this application, TBB with 12

replicas increased latency by 363% when using five-item micro-

batch (Figure 2a). On the other hand, throughput increased by

391%. The throughput gain was 7.7% higher than the latency

gain. With FastFlow (Figure 2b) this increase was 10.91%, an

even higher difference. These differences are more significant at

the 24th replica. TBB had a 33.79% increase in throughput over

latency, while FastFlow showed a 26.5% increase. Although

FastFlow with 12 replicas got a higher advantage of increasing

the micro-batch size, the latencies achieved are still more

than double the results of TBB. Regarding throughput, the

performance of both PPIs is similar.

Experimental results with Bzip2 also achieved a higher

throughput increase over latency. With 24 replicas this increase
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Fig. 2: Latency and throughput results for Lane Detection with

multiple parallelism degrees and micro-batch sizes.
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(b) FastFlow

Fig. 3: Latency and throughput results for Bzip2 with multiple

parallelism degrees and micro-batch sizes.

in TBB was 13.4% (Figure 3a). Here, FastFlow performed

better, showing a 21.4% throughput gain with 24 replicas

(Figure 3b). Similar to Lane Detection, Bzip2 achieved positive

results using micro-batching, considering throughput and

latency as inversely proportional metrics (which may not be

true for all scenarios).

The Person Recognition in Figure 4 showed different

behavior. In the scenario with 12 replicas, TBB had a 6.3%

higher latency increase over throughput, going opposite to

Lane Detection and Bzip2. FastFlow increased both latency and

throughput by 380%, a balanced result. With 24 replicas, the

throughput gain occurs again, but this time, FastFlow achieved

a 13.5% increase, while TBB showed no difference. Finally,

Figure 5 shows the results for the Ferret application. This

application did not show any difference above 1% between the

two PPIs when comparing the increase between latency and

throughput. In all the scenarios evaluated, these two metrics

increased by approximately 400% for a five-item micro-batch.

Many factors may explain the different behavior of micro-

batching in these applications, such as the characteristics of

the applications, PPIs, and the loads used. For example, Ferret

processes small items and does not need sorting in the last

 0

 2

 4

 6

 8

 0  4  8  12  16  20  24

La
te

nc
y 

(s
ec

on
ds

)

Number of replicas.

 0

 20

 40

 60

 80

 0  4  8  12  16  20  24

Ite
ns

 p
er

 s
ec

on
d

Number of replicas.

B−1 B−2 B−3 B−4 B−5

(a) Threading Building Blocks

 0

 4

 8

 12

 16

 0  4  8  12  16  20  24La
te

nc
y 

(s
ec

on
ds

)

Number of replicas.

 0

 20

 40

 60

 80

 0  4  8  12  16  20  24

Ite
ns

 p
er

 s
ec

on
d

Number of replicas.

(b) FastFlow

Fig. 4: Latency and throughput results for Person Recognition

with multiple parallelism degrees and micro-batch sizes.
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Fig. 5: Latency and throughput results for Ferret with multiple

parallelism degrees and batch micro-sizes.

stage. So batching did not play a significant role here. Person

Recognition, on the other hand, requires the items to arrive in a

specific ordering. However, the increase in replicas causes more

item to clutter because more concurrent threads are writing

to the output queue. The time required to sort the items can

impact latency. However, Person Recognition has a naturally

high latency because items are more computationally intensive.

Therefore, the use of micro-batch does not alleviate the cost of

sorting items. On the other hand, FastFlow managed to achieve

throughput gains with 24 replicas.

Regarding Bzip2 and Lane Detection, both process items at

a higher speed than Person Recognition and bigger items than

Ferret. So there is room for performance improvement when

using a micro-batching strategy because this reduces the number

of items, implying less clutter and reduced communicating

costs. Considering the results achieved by both applications,

we believe that using micro-batching is a useful optimization.

The latency increases at a slower pace than the throughput

up to five-item batch. However, this positive balance may be

questionable in different applications. For example, in a realistic

scenario, it may not be interesting to increase the latency of a

lane detection application, as this data is may be required by
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Fig. 6: Parallel Ferret under different data stream frequency

strategies.
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Fig. 7: Snapshot of a frequency switching cycle from Ferret

using the binary pattern.

fast decision-making systems such as a self-driving car. Data

compression applications, on the other hand, usually do not

have this requirement. Also, although load imbalance can still

occur, it may be negligible when using the Farm pattern [21].

B. Data Frequency Results

This section presents the data stream frequency experiments.

We use four strategies widely used in related work: decreasing,

increasing, wave, and binary. We discuss these strategies in

Sections II-C and IV. Figures 6, and 8-10 present the results

for each application, with TBB on top and FastFlow on the

bottom. Here, instead of considering the average latency, as was

done in the micro-batching experiments, we perform latency

monitoring throughout the execution (using 24 replicas). The

X-axis on graphs has the execution time for each application.

The slower data access speed on the hard disk is a limiter

to achieving higher frequencies. Therefore, the runs in the

following experiments were done in-memory, as described

in Section IV. This makes it possible to achieve high data

frequencies, with a delay of a few microseconds between items

in the source. Although we have executed these experiments

with multiple degrees of parallelism, we present the results
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Fig. 8: Parallel Bzip2 under different data stream frequency

strategies.

with 24 replicas, which is the number of cores available on the

processor and best shows the impact of varying the frequency.

Compared to the other three applications, Ferret can achieve

the lowest latencies [10]. Therefore, this application is bounded

by input source [21] and was expected to handle the increase in

stream frequency with the least impact on latency. Considering

the increasing and decreasing strategies on top of Figures 6a

and 6b, we can observe that the behavior of TBB and FastFlow

was similar. Both PPIs showed an increase in latency spikes

in the higher frequency periods. Although both strategies act

inversely, the increase in execution time for the increasing
strategy can be explained by the workload characteristic. This

application has no overhead caused by item sorting. However,

the load incurs in lower latency at the beginning and a

higher latency at the end [10]. So this natural latency of the

workload matches the decreasing strategy. On the other hand,

with increasing the high-latency items negate Ferret’s natural

advantage in processing data at a high frequency.

Using the wave strategy, TBB and FastFlow also showed

similar behavior. The exception occurs at maximum frequency

points (e.g., at 210 seconds), while TBB generates a small

latency spike down to almost zero, FastFlow presents a high

spike. In the other applications, both TBB and FastFlow show

a latency spike with the wave strategy. However, the FastFlow

spikes reach higher latencies (notice that the latency is scaled

differently between the PPIs in Figures 9 and 10). Regarding

the binary strategy, FastFlow was able to achieve low latency

peaks when the item delay tends to zero (high frequency), as

was TBB. As we defined the high and low-frequency periods

based on the number of items, it is difficult to observe this
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Fig. 9: Parallel Person Recognition under different data stream

frequency strategies.

low-high cycle here because the computing time of each item

is very short in Ferret. To illustrate how this low-high cycle

occurs, in Figure 7 we show a snapshot of one such spike

for this application. This stretch where the latency tends to

zero represents a high-frequency period and lasts less than two

seconds. Ferret processed 225 items in this short interval, the

same amount processed in the low-frequency period that lasts

over 50 seconds.

Regarding Bzip2 (Figure 8), the average latency with 24

replicas in this workload is higher: above 1000 ms with

FastFlow as was seen in Figure 3. Therefore, it is expected that

this application will not gain much performance by increasing

data stream frequency. On the contrary, sudden increases, as

with the wave and binary strategy, cause an increase in latency

because these parallel implementations could not consume

data that fast. The graphs confirm this, by showing large

latency spikes (higher with FastFlow) in high-frequency phases.

Concerning the execution time overhead with the increasing
strategy, we hypothesize that it might be caused by item clutter

or load unbalance.

The Person Recognition results in Figure 9 show a different

pattern from the previous ones. In the wave and binary
strategies, it can be seen that approximately halfway through

the execution there is an overall reduction in latency. In the

decreasing strategy, this reduction in latency occurs at the very

beginning of the execution, while with increasing this occurs

at 55 seconds. This behavior is explained by the characteristic

of the workload. In the second half of the input video, there

are no more recognizable persons. Therefore the computational

effort is lower in this part. As the computation time per item
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Fig. 10: Parallel Lane Detection under different data stream

frequency strategies.

is longer here, the spikes in latency with wave and binary last

longer and are more pronounced. If we compare the different

y-scales between TBB and FastFlow, it can be seen that the

increase in frequency had more impact on FastFlow also for

this application.

For the last, Figure 10 shows the performance of the Lane

Detection application. Similar to Person Recognition, this

application processes video frames. The computation cost of

each frame also fluctuates a lot. There are times in the input

video where there is no lane to be detected, and at other times

there are intersections or the car changes lanes, resulting in

multiple lanes detected per frame. Although the average latency

of the sequential application is lower in the latter part of the

video, it has the highest latency spikes, as studied in [10]. This

high spike coincides precisely with the parts where the latency

jump occurs in the graphs in Figure 10. This spike is also

observed in the increasing strategy, but not in decreasing, which

shows that this problem is indeed linked to the high-frequency

of the stream. Added to this is the issue of item ordering and

possibly load unbalancing. This application processes items

much faster than Person Recognition so that these factors may

be more impactful. Comparing TBB to FastFlow (Figures 10a

and 10b), TBB was able to keep latency lower in most high

frequency moments, such as in wave and the first half of binary.

FastFlow showed high latency spikes in all these high-frequency

stretches. On the other hand, TBB was more impacted at the

end of the computation than FastFlow. Nevertheless, since the

workload naturally fluctuates throughout the execution, it is

not possible to draw precise conclusions for these cases.

FastFlow showed in almost all test cases higher latency peaks
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under high-frequency data and a higher resistance to reach

low latencies, as can be seen in the high-frequency periods

in Figures 10b and 6b. The inter-stage communication cost

and scheduling items of FastFlow possibly impact this aspect

a lot, as these factors did alleviate in TBB due to its work

stealing policy. Nevertheless, even with higher latency, FastFlow

achieved reduced execution time in most cases, indicating a

higher throughput than TBB in these experiments. Therefore,

we argue that even choosing the right PPI plays an essential role

in finding the best trade-off between latency and throughput,

or other metrics, in stream processing.

VI. CONCLUSIONS AND FUTURE WORK

With the help of the extended framework in this paper,

we analyzed the impact of micro-batch and data intensity on

stream processing applications with different PPIs. We were

also able to create several workloads with some strategies that

could change dynamically at execution time. We tested micro-

batching configurations under different levels of parallelism,

which revealed throughput gains over latency up 33% with TBB

and 26.5% with FastFlow. Regarding data stream frequency,

we simulated the most widely used strategies in the literature.

It was possible to observe how this impacts the performance

of each PPI and how each one trades latency for throughput

in each test case. Each workload’s different data streaming

characteristics also allowed us to understand better how each

PPI performs in these scenarios.

For reasons of space, increased complexity, or scope,

our work did not address some aspects in the experiments.

For example, the definition of the item-delay for the data

stream frequency experiments did not use the sustainable

throughput [17] of each application as a baseline. Moreover,

we did not explore dynamic micro-batching or micro-batching

under different data frequencies, although these are features

supported by our framework. Nor did we explore different

parallelism strategies. It would also be interesting to have a

mechanism for stressing item clutter. We aim to address such

aspects in future work.
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[24] D. Carney, U. Çetintemel, A. Rasin, S. Zdonik, M. Cherniack, and
M. Stonebraker, “Operator scheduling in a data stream manager,” in
Proceedings 2003 VLDB Conference, J.-C. Freytag, P. Lockemann,
S. Abiteboul, M. Carey, P. Selinger, and A. Heuer, Eds. San Francisco:
Morgan Kaufmann, 2003, pp. 838–849.

[25] S. Henning and W. Hasselbring, “How to measure scalability of
distributed stream processing engines?” in Companion of the ACM/SPEC
International Conference on Performance Engineering, ser. ICPE ’21.
New York, NY, USA: ACM, 2021, p. 85–88.

17

Authorized licensed use limited to: Pontificia Universidade Catolica do Rio Grande do Sul (PUC/RS). Downloaded on April 10,2023 at 13:13:56 UTC from IEEE Xplore.  Restrictions apply. 


