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Abstract

In general, two types of resource reservations in com-
puter networks can be distinguished: immediate reserva-
tions which are made in a just-in-time manner and advance
reservations which allow to reserve resources a long time
before they are actually used. Advance reservations are
especially useful for grid computing but also for a vari-
ety of other applications that require network quality-of-
service, such as content distribution networks or even mo-
bile clients, which need advance reservation to support han-
dovers for streaming video. With the emerged MPLS stan-
dard, explicit routing can be implemented also in IP net-
works, thus overcoming the unpredictable routing behav-
ior which so far prevented the implementation of advance
reservation services. The impact of such advance reserva-
tion mechanisms on the performance of the network with
respect to the amount of admitted requests and the allo-
cated bandwidth has so far not been examined in detail. In
this paper, we show that advance reservations can lead to
a reduced performance of the network with respect to both
metrics. The analysis of the reasons shows a fragmenta-
tion of the network resources. In advance reservation en-
vironments, additional new services can be defined such as
malleable reservations which are introduced in this paper
and can lead to an increased performance of the network.
Four strategies for scheduling malleable reservations are
presented and compared. The results of the comparisons
show that some strategies increase the resource fragmenta-
tion and are therefore unsuitable in the considered environ-
ment while others lead to a significantly better performance
of the network. Besides discussing the performance issue,
in this paper the software architecture of a management sys-
tem for advance reservations is presented.

1 Introduction

Grid computing applications require quality-of-service
(QoS) guarantees on various fields. For example, the al-
location of computing resources (processor nodes) is made
using advance reservation mechanisms, i.e., the processors
are allocated a long time before they are actually used. In
order to also allocate network resources in the same way, it
is required to implement the corresponding advance reser-
vation mechanisms on computer networks.

In the field of advance reservations in computer net-
works, although some work has been carried out - especially
architectural considerations and implementational aspects
[6, 7, 16] - many important aspects have not been studied,
yet. Especially the relation of advance reservations to the
performance of the network, e.g., measured by the admis-
sion probability or the throughput, i.e., the amount of bytes
carried by admitted flows, has so far not received much at-
tention. However, in order to implement an advance reser-
vation service which needs a considerable amount of stabil-
ity and predictability in terms of routes and status, a network
infrastructure is required which overcomes the drawbacks
currently associated with IP networks such as unpredictable
routing behavior. Therefore, the multi protocol label switch-
ing (MPLS) [11] architecture can be seen as an interest-
ing new approach for supporting advance reservations in
computer networks. MPLS provides mechanisms for traffic
engineering, in particular explicit routing, and rerouting in
case of link failures. These two functionalities are ideally
suited to support advance reservations. The MPLS technol-
ogy allows to consider advance reservations as a feasible
way of allocating network bandwidth. Important issues in
such an environment are the admission control procedure
and how reservations are set up on the network. For that
purpose, we consider a bandwidth broker that acts as net-
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work management system, i.e. grants and denies access to
the network, and initiates the explicit routing process.

So far, a comparison of the properties of both reservation
types regarding their impact on the network performance
has not been made. The first part of this paper deals with
such a performance comparison and shows that the defini-
tion of advance reservations can result in a decreased call
acceptance rate of the network while the bandwidth block-
ing rate increases. In an advance reservation environment,
the available information about future network utilization
allows to define additional new services. In the second part
of the paper we show how the definition of malleable reser-
vations, i.e. reservations without fixed timing and band-
width requirements, allow to improve the performance in
advance reservation environments. For those reservations,
the network management system tries to find a suitable time
for the requested transmission and hence releases the client
from this task. Defining malleable reservations can be of
interest for network users since it increases the probability
that requests are admitted. Network operators also bene-
fit from allowing the definition of malleable reservations,
since this reduces the bandwidth blocking rate of the net-
work. In this document, a basic admission control algorithm
which requires polynomial time is presented together with
four variants which use different strategies to schedule mal-
leable requests. Such functionality cannot be implemented
in a similar way in an immediate reservation environment.
These mechanisms were integrated into a management sys-
tem for advance reservation described in Section 6.

2 Related Work

Early works considering advance reservations concen-
trated on the basic requirements to facilitate such mecha-
nisms, e.g. call admission control [6], while others devel-
oped architectures such as an agent based approach for en-
abling a scalable advance reservation mechanism [12] based
on OSPF routing infrastructure. In contrast to that paper, we
assume to use an MPLS [11] aware core network which is
controlled by a bandwidth broker.

Many other earlier publications concentrate on extend-
ing existing signaling protocols such as RSVP [13] or ST-II
[10], or discuss the general framework required to imple-
ment an advance reservation service [16].

In [15] an admission control scheme for advance reser-
vations was proposed. The authors also briefly mention the
problem that advance reservation mechanisms can lead to a
decreased performance in terms of admitted requests. This
aspect is examined and discussed more detailed in our pa-
per.

The impact of advance reservation mechanisms on rout-
ing problems in a computer network is discussed in [8].
The authors present several algorithms for different prob-

lems related to advance reservations such as finding the ear-
liest time for a transmission with given duration and band-
width and focus on the computational complexity of the al-
gorithms. In contrast to our paper, malleable reservations
and performance issues of advance reservations were not
discussed.

Advance reservations are particularly important in grid
computing environments where not only the allocation of
computing resources but also of the corresponding network
bandwidth for transmission between different computers in-
volved must be possible in advance. An example for a
grid toolkit that support such mechanisms is Globus with
its GARA resource allocation component [7]. Another ex-
amples for the application of advance reservations is a dis-
tributed media server systems as described in [5], where
large amount of media files are transmitted between the dif-
ferent servers.

In order to store link status information, the implemen-
tations presented in this paper use arrays which were exam-
ined and compared with a tree based approach in [4]. The
result was, that arrays are faster in the environments consid-
ered and are also more memory efficient.

3 Advance Reservations

Before discussing the performance issues, a brief de-
scription of the advance reservation environment will be
given.
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Figure 1. Status information and book-ahead
period kept in the network management system
for each link

In general, advance reservations differ from immediate
reservations only by the time a request is submitted to the
network management thus decoupling the submission of the
request completely from the usage of the resources. The
basic framework has been described in [16] together with a
number of issues that must be considered when implement-
ing advance reservations.

In order to perform reliable admission control, status in-
formation about the currently known future utilization of
links is required. The period for which requests can be sub-
mitted is called book-ahead period (see Figure 1). Usually,
this period is divided into slots of fixed size [4, 12].

The basic parameters to be submitted with a request have
been widely discussed, for example in [12, 16]. It is under-
stood, that in an advance reservation environment not only
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the start of the transmission must be defined but also the du-
ration of the request respectively the stop time of the trans-
mission as outlined in Figure 2. This is required in order
to obtain reliable information about the future network sta-
tus and thus to perform reliable admission control. Conse-
quently, in addition to the source and destination node, the
parameters to be defined by a request are:

1. the start time tstart

2. the time when the transmission is to be finished tstop

3. the requested bandwidth b (other QoS requirements
may also be specified, however in this case we restrict
ourselves to bandwidth)

As depicted in Figure 2, this results in two phases: the
intermediate phase between the request and the start of the
transmission and the actual usage phase where the transmis-
sion takes place.

request

time

bandwidth

tresv tstart tstop

intermediate phase usage phase

Figure 2. Temporal sequence for advance reser-
vations: requests are submitted at tresv , start at
tstart, and are finished at tstop

Access to the network is controlled by a management
system usually called bandwidth broker. A reservation re-
quest is submitted to the bandwidth broker at time tresv

which is assumed to be considerably earlier than tstart, i.e.,
hours, days, or even more. The bandwidth broker admits
only those requests for which sufficient bandwidth can be
guaranteed during the requested transmission period.

Other QoS metrics such as delay and jitter are omitted
here because bandwidth plays the most important role for
applications focused in this paper, which deal mainly with
file transfer like transmissions. However, delay or jitter can
also be reserved in advance although in terms of complexity
the admission control problem becomes NP-complete when
more than a single QoS metric must be met. This holds even
in the case of immediate reservations [14].

4 Performance Issues

4.1 Simulation Environment

Before showing the results of the performance compari-
son, in this section the environment in which the tests were
made is briefly described.

cost239 eqos

Figure 3. Network topologies

In order to examine the performance of advance reserva-
tion mechanisms, we used two backbone network topolo-
gies depicted in Figure 3.

The examinations were made using a simulation environ-
ment for advance reservations. In order to compare advance
and immediate reservations, a set R of requests was gener-
ated for each network topology. Each request is defined by
its start time, stop time and bandwidth requirement. For
the case of immediate reservations, requests are issued at
the start time. In order to examine advance reservations, a
varying number of requests was randomly chosen from the
set and issued a certain amount of time (reservation time)
before the corresponding transmission is to start.

The book-ahead period had a length of 215 = 32768
slots. The request lengths were exponentially distributed
with a mean value of 100 slots and the bandwidth require-
ment is uniformly distributed between 64 KBit/s and 1
MBit/s. Each link of the networks was assumed to have
a bandwidth capacity of 100 MBit/s. In order to obtain
meaningful results which show differences between imme-
diate and advance reservations, a situation with high net-
work load must be simulated, i.e. the call acceptance rate
must be below 100%. Otherwise, both reservation types
behave identically. The load was unevenly distributed with
one third of the nodes being servers and the rest of the nodes
clients. For each request, a server and a client was randomly
chosen following a uniform distribution.

The performance metrics used for the examinations are
call acceptance rate and bandwidth blocking rate in order
to assess the effect of the two reservation types on both the
amount of accepted calls and the amount of bandwidth that
is carried by the network. The bandwidth blocking rate is

defined as

∑
r∈A

bandwidth(r)∑
r∈R

bandwidth(r)
, where A denotes the set of

accepted requests and R denotes the whole set of requests
as mentioned before.

4.2 Performance Evaluation

In Figure 4, the influence of a varying percentage of ad-
vance reservations on the call acceptance rate and the band-
width blocking rate of a network is outlined. It can be ob-
served, that even when only a few percent of the reserva-
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tions are made in advance the performance decreases. The
reservations made in advance were randomly chosen from
the set R following a uniform distribution.
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Figure 4. Call acceptance rate and bandwidth
blocking rate for different percentage of ad-
vance reservations

The performance degradation impacts especially the call
acceptance rate but also the bandwidth blocking rate can
be affected. This shows, that advance reservations also im-
prove the admission probability for requests with high band-
width requirement and/or long duration.

The prospective link utilization, i.e. the utilization dur-
ing the book-ahead period of a certain link as known to the
bandwidth broker, at four different points in time t1 < t2 <
t3 < t4 shows how advance reservations differ from im-
mediate reservations. In Figure 5, this is illustrated for an
arbitrarily chosen link. As more requests are admitted, at
certain times the link utilization shows ”peaks” increasing
over time.
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Figure 5. Book-ahead status of a link at four dif-
ferent points in time

4.3 Discussion

In advance reservation scenarios, requests with a large
book-ahead can be issued, i.e. requests can be made a long
time before the transmission actually takes place. This re-
sults in peaks which occur at different times within the
book-ahead period and block the bandwidth at those times.
This was presented in the previous section. These peaks
lead to a fragmentation of the available network resources
such that gaps appear which cannot be filled with requests
since these gaps are too short for additional requests to fit
in.
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admitted
requests

Figure 6. Future requests block available band-
width

In Figure 6, this effect is outlined. A new request (the
dark gray box) cannot be admitted because the gap between
two peaks is too short. The gaps that exist between both
peaks can become too short for additional requests to fit in.
Obviously, such a situation cannot occur in an immediate
reservation scenario due to the nature of such a reservation
scenarios which does not consider future requests.

5 Malleable Reservations

In this section, we apply the concept of malleable reser-
vations to bandwidth reservation in order to overcome the
performance degradation of advance reservations. The idea
is to implement a new service for clients that allows to de-
fine requests which do not have fixed constraints in terms
of start time, stop time, and bandwidth requirement. These
reservations are an opportunity to fill the gaps and thus to
improve the network performance.

5.1 Properties

In an advance reservation environment, detailed infor-
mation about the status of each link during the book-ahead
period is available. Reservations made in advance include
not only knowledge about the start time and the bandwidth
requirement but also the stop time of the requested trans-
mission.

Using this information, an approach is to allow reserva-
tions being defined without fixed boundaries with respect
to the time of start and stop and the bandwidth. In a situ-
ation as depicted in Figure 6, e.g. the new request can be
admitted when the start and stop times are changed and the
bandwidth is increased.

This is useful for a certain type of reservations, e.g. only
the total amount of data to be transmitted might be of in-
terest and perhaps a deadline until the transmission must be
finished. Examples for such reservations are transmissions
of large amounts of data such as backups of data sent to
a storage server where the data is written to tapes and the
backup must be finished at a certain time. The automatic
distribution of large amounts of data in a distributed media
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server system [5] is another example where such function-
ality is useful.

� �����
1. reduced duration
    increased bandwidth

2. start moved 3. increased duration
    reduced bandwidth

Figure 7. Examples for malleable reservations

We call such requests without fixed parameters but with
fixed amount of bytes to be transmitted malleable reserva-
tions. The actual start and stop time and the bandwidth are
not fixed but can be chosen by the network management
within a certain range. This range must be defined by the
client who issues a request. In Figure 7, three examples are
given which show how the rejected request in the situation
depicted in Figure 6 can be admitted when being defined as
malleable.

5.2 Admission Control

The admission control procedure for malleable reserva-
tions and its computational complexity is described in this
section.

Usually, in an advance reservation environment a request
r can be defined as r = (u, v, tstart, tstop, bw), where u, v
denote the start and destination node, tstart, tstop denote
the start and stop time of the transmission and bw the re-
quested bandwidth. In order to distinguish such reserva-
tions from malleable reservations, we call them fixed reser-
vations. Admission control in this case is to find a feasible
path from u to v such that the bandwidth bw is available
during the requested transmission period [tstart, tstop]. An
admission control algorithm for the case of using fixed pa-
rameters tstart, tstop, bw was described in [2].

 d

dmin

max

ttmin max

time

Figure 8. Boundaries for malleable reservations

The admission control algorithm for malleable reserva-
tions has to be more complex than required for those with
fixed parameters. Requests defining a malleable reservation
require to include additional information which describe the
boundaries for the request, i.e. an earliest start time or the
maximally possible transmission bandwidth.

A malleable request is defined as rm =
(u, v, tmin, tmax, dmin, dmax, c), where tmin, tmax

denote the earliest start respectively the latest stop time,
dmin and dmax denote the minimal and maximal duration,
and c denotes the total amount of bytes to be transmitted
(see Figure 8). Depending on the actual application,
instead of defining c it is possible to define other properties
for the respective transmission from which the required
parameters are then computed by the network management
system. For example, for a video streaming application,
a maximal bandwidth bwmax for the video stream and
a fixed duration d might be given. The required param-
eters then can be computed as d = dmin = dmax and
c = bwmax ∗ dmax. In this document, we assume to use a
fixed bandwidth throughout the whole transmission period,
i.e. the bandwidth for each admitted request cannot be
changed during the transmission. Allowing the bandwidth
to vary during the transmission can further increase the
network performance, however leads to NP-complete
problems as described in [8].

Admission control for malleable reservations requires
to find a path with sufficient bandwidth such that the
transmission can be made with parameters within the re-
quested boundaries. The following simple algorithm per-
forms admission control for a malleable request rm =
(u, v, tmin, tmax, dmin, dmax, c):

AdmControl(G(V, E), rm)
1 foreach td ∈ [dmin, dmax] do
2 bw = c

td
;

3 foreach tstart ∈ [tmin, tmax − td] do
4 if (find path( u, v, tstart, tstart + td,bw)
5 ==success) then
6 break; //success: path found
7 done
8 done

The algorithm takes as input the network graph G(E, V )
and the request rm, and tests for any possible combina-
tion of parameters whether a feasible path, i.e. a path with
sufficient bandwidth, exists. If such a path is found, the
algorithm stops (line 5). The purpose of the function
find path is to determine a path from u to v with suf-
ficient bandwidth bw within the interval [tstart, tstart + td].
Due to the space limitation, details about how to imple-
ment such a function are not described here. A suitable
algorithm based on Dijkstra’s shortest path algorithm can
be found in [2], it can be implemented with complexity
O(E ∗ log(V )∗ td), where td denotes the duration of the re-
quested transmission. It is obvious, that the search for suit-
able transmisison interval and rate require more time than
fixed requests, however this can be tolerated in the advance
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reservation environment with the intermediate phase being
considerably long (see Figure 2).

Admission control for malleable reservations can be per-
formed in polynomial time. The algorithm described in the
previous section requires at most dmax−dmin cycles of the
outermost loop (line 1), tmax − dmin − tmin cycles of the
loop in line 3, and an algorithm for implementing the func-
tion find path has the complexity O(E∗log(V )∗dmax).
Hence, the complexity of the admission control algorithm is

O
(
(dmax − dmin) ∗ (tmax − dmin − tmin) ∗

E ∗ log(V ) ∗ dmax

)

The basic algorithm performs a scan across the interval
[tmin, tmax − td] for each duration td ∈ [dmin, dmax]. We
implemented four variants of the algorithm, distinguished
by the way this scan is actually implemented. These algo-
rithms are defined as follows:

• Max/Start: This variant starts the scan with duration
td = dmax at slot tstart = tmin.

• Max/End: This variant starts the scan with td = dmax

at slot tstart = tmax − td.

• Min/Start: This variant starts the scan with td = dmin

at slot tstart = tmin.

• Min/End: This variant starts the scan with td = dmin

at slot tstart = tmax − td.

The strategies starting the scan at slot tmin are expected
to perform better than the other since they avoid heaping up
reservations at later time which leads to the gaps as shown
in Section 4.3. The initial duration used by the algorithms
define their ability to ”close gaps”, i.e. to fill the space be-
tween two peaks. The expectation is, that starting with the
shortest possible duration dmin is the best approach to fill
the gaps since these are too narrow for fixed reservations to
fit in and therefore most successfully improves the perfor-
mance. This can be verified by the results presented in the
following section.

5.3 Evaluation

In this section the results of the simulations are pre-
sented, showing the performance of the network could
be considerably increased with the definition of malleable
reservations.

The results were generated with 100 % of the reserva-
tions made in advance. A variable percentage of the re-
quests was defined as malleable. Those requests were gen-
erated with ”preferred” start / stop times and bandwidth,
however the network management was allowed to change

these parameters. In order to reflect a realistic scenario, we
applied some restrictions to the malleable reservations: the
duration was allowed to differ at most 50 % from the origi-
nally defined duration. The earliest start time tmin and the
latest stop time tmax were at most 20 % of the original du-
ration earlier and later, respectively. This means a request
with a given duration of 10 slots was allowed to commence
2 slots earlier than originally specified.
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Figure 9. Call acceptance rate using varying
percentage of malleable reservations

In Figure 9, the call acceptance rates for the two net-
work topologies are outlined. The upper black line in the
diagrams denotes the call acceptance rate when using only
immediate reservations (see Figure 4). Not surprisingly,
the amount of successfully admitted requests increases with
rising percentage of malleable reservations. The strategies
Max/Start, Max/End and Min/Start achieve similar results
with slight advantages of Min/Start when the percentage of
malleable reservations rises. This holds also for the band-
width blocking rate in Figure 10, where these two strategies
achieve the best results. The bandwidth blocking rate can
be significantly reduced using malleable reservations.
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Figure 10. Bandwidth blocking rate using mal-
leable reservations

The reason for the poor performance of Min/End is that
this is more likely to produce additional gaps (see Section
4.3) because reservation are placed at the latest possible po-
sition. This can lead even to a significantly reduced per-
formance with increasing amount of malleable reservations
as shown by these results. The same does not hold for the
Max/End strategy because it starts the scan with maximal
duration and hence behaves similar to the Max/Start strat-
egy at the beginning of the scan.
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The figures previously presented show, that malleable
reservations are an opportunity to improve the performance
of a network. This makes malleable reservations an interest-
ing opportunity for network operators to increase the ben-
efit of their networks. The following figures illustrate that
clients also benefit from defining reservations as malleable.
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Figure 11. Call acceptance rate of malleable and
fixed reservations

The call acceptance rates are depicted in Figure 11, in-
dependently for malleable and fixed reservations. It can
be observed that malleable reservations have a consider-
ably higher admission probability than fixed reservations, in
particular the call acceptance rate of malleable reservations
reaches nearly 100 % with only a small drop with rising
percentage of malleable reservations.

6 Architecture

In this section the software architecture and the differ-
ent components of the management system are described
that allow to implement malleable reservations in computer
networks. The management software can be integrated in
a grid toolkit to perform the advance reservations of band-
width.

Advance reservation services require to store a consid-
erable amount of information which must be accessed dur-
ing admission control. Hence storing this information in
one place, i.e., the bandwidth broker, is therefore preferable
over a totally distributed approach such as RSVP. Further-
more, this approach significantly simplifies the implementa-
tion of the additional services and optimizations. The band-
width broker presented here was implemented on Linux and
used in a testbed consisting of Linux routers with MPLS ca-
pabilities.

6.1 Network

The network architecture using a bandwidth broker on
top of MPLS does not vary from others in the field of im-
mediate reservations and therefore is only briefly discussed,
concentrating on the topics requiring different solutions in
the advance reservation environment.

Bandwidth
Broker

Server

MPLS Domain

LSR

LSR

LSR

LSR

LSR

Client
LSR

Explicit routing, label
binding, failure detection

Reservation

setup

Figure 12. Network architecture with bandwidth
broker on top of MPLS aware network infras-
tructure. Routers (LSRs) exchange label infor-
mation with each other in order to bind flows to
labels/paths.

The underlying network infrastructure is based on MPLS
[11] (see Figure 12). Each label switching router (LSR) in
the domain is capable of the traffic engineering function-
ality of MPLS which allows to explicitly define routes for
flows. This can be done with arbitrary granularity which
means, it is possible to aggregate flows and treat them as
one macro flow but also set up paths individually for each
flow (micro flow). This guarantees to control the network
at any time which is essential for the implementation of the
basic advance reservation service.

In order to establish routes between two network nodes,
signaling protocols exists such as CR-LDP [9] and RSVP-
TE [1]. The signaling is initiated by the bandwidth bro-
ker. The setup of routes can be either done each time a flow
starts or at start time of the bandwidth broker using the ap-
proach described in [2] for the precomputation of routes.
This strategy computes a set of k alternative routes for each
pair of end nodes. These routes can be set up at the begin-
ning which saves time for setting up routes for each flow
at its start time and instead only requires to bind flows to
labels, i.e., paths.

6.2 Bandwidth Broker

The bandwidth broker implements admission control as
described in Section 5.2. The basic task of the bandwidth
broker is to to check whether sufficient resources are avail-
able to satisfy a given request, and to communicate with the
network components as described in Section 6.1.

The software architecture of the bandwidth broker is de-
picted in Figure 13. Requests are submitted to the broker
using the user interface which can be implemented in sev-
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Figure 13. Software architecture of the band-
width broker

eral ways, e.g., RPCs, Java RMI, CORBA, or .NET remot-
ing. Currently, a CORBA and a .NET interface exist.

Client’s requests are processed by one or more admission
control processes which use the information stored in the
database. This process implements the services and strate-
gies discussed in the previous sections, such as routing or
scheduling malleable requests. Once the admission deci-
sion is made, the database is updated and the response sent
to the client. In case, feedback may be delayed, the request
is handed to the offline optimization. In case, no decision is
made in time, such request is rejected.

The database is organized as two individual parts. The
admission control database keeps information about static
parameters such as the network topology, the available
bandwidth on each link, and the utilization of the links
during the book-ahead period. Furthermore, the link sta-
tus (UP/DOWN) is stored for each link. The utilization of
the network links (see Figure 1) is stored using data struc-
tures as described and examined in [4]. In that paper, two
data structures - arrays and a specially designed tree - were
examined and compared in terms of admission speed and
memory efficiency. The result was that arrays are supe-
rior in the given environments concerning both metrics, and
therefore arrays are used in the bandwidth broker described
here.

A second database is required to store information about
admitted flows (source and destination node, start and stop
time, and path). This database is queried periodically (once
per slot granularity) by the a process responsible for the
configuration of the network, i.e., the flow-to-label binding
and - if required - the explicit routing, i.e., the path setup.
Furthermore this process collects information from the net-

work about link failures and updates the respective data in
the admission control database. A process is responsible
for dealing with those link failures using the strategies de-
scribed in [3].

6.3 Failure Recovery

An important task of a network management system is to
deal with link failures. Strategies to be implemented within
a bandwidth broker for advance reservations were described
in [3]. The paper proposes selecting the route for a given
request from a set of precomputed paths between each two
end nodes as discussed in [2]. In case a failure occurs on any
link of a path, the flows affected by the failure are ordered,
e.g., by their request time, and in this order switched - if
possible - to one of the other paths from the set which does
not contain the broken link. Furthermore, not only the flows
being active at the time the failure occurs are rerouted but
also those that are expected to start within the downtime of
the broken link.

Strategies as described previously must also be imple-
mented in the bandwidth broker. However, the priority of
the failure recovery module should be higher than of the
other modules, i.e., admission control and optimization, in
order to handle failures as fast as possible and to recover
as many affected flows as possible. In fact, it is conceiv-
able that failure recovery completely blocks the bandwidth
broker for further requests in order to assure that the maxi-
mal amount of affected flows can be switched to alternative
paths.

The failure recovery functionality is implemented as an
independent module in the bandwidth broker (see Figure
13).

7 Conclusion

In this document, the performance of advance reserva-
tions in computer networks was examined and a manage-
ment software was presented which provides an advance
reservation service, as required in particular by grid com-
puting environments.

The performance issue in such environments has so far
not received much attention. We examined this aspect in
our paper, especially the question how to use the properties
of advance reservations, i.e., the availability of book-ahead
information, to improve the network performance. The mal-
leable reservation service proposed here goes beyond what
has been considered so far in the field of advance reserva-
tions in computer networks and it was shown to be success-
ful.

The architecture presented in this paper provides an ideal
platform for implementing the different services and opti-
mization techniques that compose the strengths of advance
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reservations using the available information about future
network utilization. Due to the wide availability of MPLS,
changes to the underlying network infrastructure are not re-
quired and thus the system can be easily integrated in to
existing grid toolkits.

Future work deals with scalability issues, i.e., the mal-
leable reservations across several network domains with
multiple brokers involved.
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