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EXPLORAÇÃO DE ALGORITMOS E IMPLEMENTAÇÕES PARA
CODIFICAÇÃO EFICIENTE DE MAPAS DE PROFUNDIDADE NO

PADRÃO 3D-HEVC

RESUMO

O padrão 3D High Efficiency Video Coding (3D-HEVC) foi o primeiro padrão a
usar a codificação de mapas de profundidade juntamente com a codificação de textura para
obter alta taxa de compressão e qualidade em vídeos 3D. A codificação de mapas de pro-
fundidade introduziu ferramentas que requerem maior esforço computacional se comparado
com a codificação de textura, implicando novos desafios para codificar vídeos 3D eficiente-
mente, principalmente quando a codificação for efetuada em sistemas embarcados ou re-
querer tempo real. Esta Tese propõe algoritmos e implementações que permitem aprimorar
a codificação de mapas de profundidade no padrão 3D-HEVC. As contribuições principais
da Tese são agrupadas em três partes. (i) Redução do esforço de codificação intra-quadro,
onde foram projetados quatro novos algoritmos com base em uma profunda análise da dis-
tribuição de tempos e de modos usados na codificação. (ii) Aprimoramento dos modos de
bipartição, onde foram explorados (a) o controle do esforço de codificação dos modos de
bipartição, (b) o paralelismo para o modo Intra_Wedge, (c) a compressão de padrões para
redução de armazenamento de wedgelets, e (d) o projeto de hardware para a decodifica-
ção dos modos de bipartição. (iii) Redução do esforço de codificação inter-quadros, onde
foram projetados três novos algoritmos para acelerar a codificação de quadros do tipo P e
B. O conjunto de algoritmos e técnicas desenvolvidos podem ser aplicados individualmente
ou combinados para melhorar o uso dos recursos computacionais ao codificar mapas de
profundidade.

Palavras-Chave: 3D-HEVC, codificação de mapas de profundidade, predição intra-quadro,
predição inter-quadro, minimização do esforço computacional.



EXPLORATION OF ALGORITHMS AND IMPLEMENTATIONS FOR
EFFICIENT 3D-HEVC DEPTH MAP ENCODING

ABSTRACT

3D High Efficiency Video Coding (3D-HEVC) standard was the pioneer standard to
use depth map coding along with texture coding to achieve high compression ratio and qual-
ity in 3D videos. Depth map coding introduced new tools requiring more computational effort
compared to texture coding, implying new challenges to encode 3D videos efficiently, espe-
cially when the encoding is performed on embedded systems or requiring real-time process-
ing. This Thesis proposes algorithms and implementations to improve the depth map coding
in the 3D-HEVC standard. The main contributions are divided into three parts. (i) Reduc-
tion of intra-frame coding effort, where four new algorithms were designed based on a deep
analysis of the time distribution and modes used in the coding process. (ii) Enhancement
of bipartition modes, exploring (a) the encoding effort control of the bipartition modes, (b)
the parallelism for Intra_Wedge mode, (c) the compression of patterns for wedgelet storage
reduction, and d) the hardware design for the bipartition modes decoding. (iii) Reduction of
inter-frame coding effort, where three new algorithms were designed to speed up the coding
of P- and B-frames. The set of algorithms and techniques developed can be applied indi-
vidually or combined to improve the use of computational resources when encoding depth
maps.

Keywords: 3D-HEVC, depth maps coding, intra-frame prediction, inter-frame prediction,
encoding effort reduction.



LIST OF FIGURES

Figure 1.1 – (a) Texture view and its associated (b) depth map obtained from
Kendo video sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Figure 1.2 – 3D-HEVC encoding and decoding flows (source: [8]). . . . . . . . . . . . . 21

Figure 1.3 – High-level diagram of the 3D encoder with the Thesis contributions. . 23

Figure 2.1 – Basic 3D-HEVC prediction structure (Source: [49]). . . . . . . . . . . . . . . 25

Figure 2.2 – Quadtree structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Figure 2.3 – Partitioning of PUs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Figure 2.4 – Dataflow model used for the 3D-HEVC depth map intra-frame pre-
diction (source: [60]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

Figure 2.5 – Directional modes of the HEVC intra-frame prediction . . . . . . . . . . . . 30

Figure 2.6 – Wedgelet segmentation model of a depth block: (a) Pattern with R0

and R1 and (b) discretization with constant values (source: [63]). . . . . . . . . . 31

Figure 2.7 – Contour segmentation model of a depth block: (a) Pattern with R0

and R1 and (b) discretization with constant values (source: [63]). . . . . . . . . . 31

Figure 2.8 – Main blocks of the Intra_Wedge encoding algorithm (source: [63]). . . 32

Figure 2.9 – Correlation between (a) texture and (b) depth components (source:
[8]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Figure 2.10 – Intra_Contour encoding flow (source: [63]). . . . . . . . . . . . . . . . . . . . . 34

Figure 2.11 – Pseudo-code representing the mapping of samples in the regions R0
and R1 in the Intra_Contour algorithm (source: [63]). . . . . . . . . . . . . . . . . . . 34

Figure 2.12 – Encoding block and its boundary samples (source: [56]). . . . . . . . . . . 35

Figure 2.13 – Pseudo-code for delta CPV computation (source: [56]). . . . . . . . . . . . 35

Figure 2.14 – Example of Intra-picture skip encoding modes . . . . . . . . . . . . . . . . . . 37

Figure 2.15 – Example of ME/DE referencing blocks from other frames. . . . . . . . . . 38

Figure 2.16 – Example of ME/DE search process (source: [65]). . . . . . . . . . . . . . . . 39

Figure 2.17 – First frame of the texture of each video present in CTC. . . . . . . . . . . . 41

Figure 2.18 – First frame of depth maps of each video present in CTC. . . . . . . . . . . 42

Figure 4.1 – Encoding time distribution according to the block size and QP-depth
(source: [69]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Figure 4.2 – Encoding time distribution according to the block size with (a) QP-
depth=34 and (b) QP-depth=45 (source: [69]). . . . . . . . . . . . . . . . . . . . . . . . 53

Figure 4.3 – Block size distribution for some quantization scenarios . . . . . . . . . . . 55



Figure 4.4 – Average mode distribution for each block size with (a) QP-depth=34
and (b) QP-depth=45 (source: [69]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 4.5 – Examples of mode distribution of the first frame central view of the
videos Balloons (a) QP-depth=34, (b) QP-depth=45, and shark (c) QP-
depth=34 and (d) QP-depth=45 (source: [69]). . . . . . . . . . . . . . . . . . . . . . . . 58

Figure 4.6 – An example of neighbor PUs and selected patterns in Intra_Wedge
main stage (source: [55]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Figure 4.7 – Success rate for Pcopy and Pextend for (a) 4×4 and (b) 32×32 blocks.
(c) Average total success rate for all available block sizes (source: [55]). . . . 60

Figure 4.8 – Probability density function of Pcopy have success according to the
distortion divided by the block size in GT_FLY under all-intra-frame mode
(source: [62]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Figure 4.9 – DFPS dataflow model (source: [62]). . . . . . . . . . . . . . . . . . . . . . . . . . 62

Figure 4.10 – Percentage of skips on Intra_Wedge patterns evaluation according
to the BD-rate impact (source: [62]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Figure 4.11 – Example of a wedgelet selection and an analysis of its border gradi-
ent (source: [55]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Figure 4.12 – Best pattern and the evaluated patterns using Pattern-Based GMOF
of a 4× 4 encoding depth block (source: [55]). . . . . . . . . . . . . . . . . . . . . . . . 65

Figure 4.13 – P&GMOF dataflow model (source: [55]). . . . . . . . . . . . . . . . . . . . . . . 66

Figure 4.14 – Best pattern and the evaluated patterns using Pattern-Based GMOF
of a 4× 4 encoding depth block (source: [55]). . . . . . . . . . . . . . . . . . . . . . . . 66

Figure 4.15 – Statistical analysis of RMD and MPMs selection (source: [54]). . . . . . 67

Figure 4.16 – Probability density of the analyzed attributes does not divide the cur-
rent 64× 64 CUs (source: [48]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Figure 4.17 – Decision tree for splitting decision in 64× 64 CUs . . . . . . . . . . . . . . . 72

Figure 4.18 – P&GMOF and DFPS solutions for reducing the wedgelet evaluation
(source: [55]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Figure 4.19 – Percentage of non-splitting CUs according to the block size and QP-
depth for AI configuration (source: [49]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Figure 5.1 – Flowchart of the SED algorithm (source: [65]). . . . . . . . . . . . . . . . . . . 77

Figure 5.2 – Depth map example with detached edges (1-4) and homogeneous
regions (5-8) (source: [65]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

Figure 5.3 – The SED heat map for the first frame of the central view of (a) Shark
and (b) Poznan_street video sequences (source: [65]). . . . . . . . . . . . . . . . . . 79

Figure 5.4 – SED bipartition mode evaluation (source: [65]). . . . . . . . . . . . . . . . . . 80



Figure 5.5 – Diagram of the proposed PID control system (source: [65]). . . . . . . . 80

Figure 5.6 – Pseudo-code describing the algorithm of the control system (source:
[65]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Figure 5.7 – Complexity control results for some scenarios and target evaluations 82

Figure 5.8 – Parallelism exploration: (a) block-based, (b) pattern-based, and (c)
Intra_Wedge pattern execution (source: [59]). . . . . . . . . . . . . . . . . . . . . . . . . 85

Figure 5.9 – Encoding time per frame considering the evaluated approaches . . . . 86

Figure 5.10 – Scalability Analysis according to the number of threads for the block
granularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Figure 5.11 – Scalability analysis with Intra_Wedge simplifications . . . . . . . . . . . . . 88

Figure 5.12 – Results of the GPU optimization (source: [59]). . . . . . . . . . . . . . . . . . 90

Figure 5.13 – (a) FB&C encoding model and (b) two pattern examples for 8 × 8
blocks (source: [53]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Figure 5.14 – Block diagram of the BCM architecture exemplifying the coding of
two 4× 4 wedgelet patterns (source: [64]). . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Figure 5.15 – Block diagram of the LCM architecture exemplifying the coding of five
lines of the 4× 4 wedgelet patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Figure 5.16 – D-FB&C encoding example with an 8× 8 wedgelet pattern . . . . . . . . 97

Figure 5.17 – Example of wedgelet patterns for 8× 8 blocks (source: [64]). . . . . . . 98

Figure 5.18 – Wedgelet pattern codified with FB&C, D-FB&C, and D-FB&C+ . . . . . 99

Figure 5.19 – Compression rates for all stored patterns of all proposed technique . 100

Figure 5.20 – Partial block diagram of the D-FB&C+ decoder architecture . . . . . . . . 101

Figure 5.21 – Example of a 4× 4 depth block decoding with Intra_Wedge . . . . . . . . 104

Figure 5.22 – High-level block diagram of the Intra_Wedge decoder . . . . . . . . . . . . 104

Figure 5.23 – Diagram of the architecture decoding flow for both bipartition modes . 105

Figure 5.24 – Diagram of the block reconstruction for the first two samples . . . . . . . 106

Figure 5.25 – DC Reconstruction architecture (source: [61]). . . . . . . . . . . . . . . . . . . 107

Figure 6.1 – Slices of the Shark video with (a) two detached search areas and (b)
two detached encoding blocks. SAD heat map for (c) homogeneous and (d)
edge regions (source: [68]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Figure 6.2 – Scheme proposed for reducing the E-ADME depth map complexity
(source: [68]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Figure 6.3 – (a) Occurrence of Skip mode for texture encoding and (b) modes
distribution for depth map encoding when Mtext = Skip (source: [47]). . . . . . . 112

Figure 6.4 – PDF of encoding depth map CU with Skip or Intra-picture skip ac-
cording to the RD-cost divided by the CU width size (source: [47]). . . . . . . . . 113



Figure 6.5 – Dataflow model for early termination scheme (source: [47]). . . . . . . . 114

Figure 6.6 – Percentage of early termination of the encoding mode evaluation
according to the BD-rate impact (source: [47]). . . . . . . . . . . . . . . . . . . . . . . . 115

Figure 6.7 – Probability density function of the current 64 × 64 CU in RA config-
uration not be split regarding (a) MAD_4 and (b) Neigh_depth, and (c) be
split regarding RelRatio (source: [49]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Figure 6.8 – Decision tree for splitting decision in 64×64 CUs for P- and B-frames
(source: [49]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Figure 6.9 – SAD computation reduction obtained using E-ADME . . . . . . . . . . . . . 118

Figure 6.10 – Evaluation skipped in block-level early termination scheme (source:
[47]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Figure 6.11 – Percentage of not splitting CUs using the designed quadtree limita-
tion (source: [49]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120



LIST OF TABLES

Table 2.1 – Number of wedgelets evaluated in the Intra_Wedge algorithm. . . . . . . 31

Table 2.2 – Test sequences details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Table 2.3 – Configurations used in the experiments. . . . . . . . . . . . . . . . . . . . . . . . . 42

Table 3.1 – Summary of related work on reducing the intra-frame prediction com-
putational effort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

Table 4.1 – Encoding time evaluation for texture and depth coding in the 3D-HEVC
all-intra-frame. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Table 4.2 – Thresholds for the new scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Table 4.3 – ED-RMD evaluation using one MPM (source: [55]). . . . . . . . . . . . . . . . 68

Table 4.4 – ED-RMD evaluation using two MPM (source: [55]). . . . . . . . . . . . . . . . 68

Table 4.5 – Parameters evaluated in I-frames and their description. . . . . . . . . . . . . 70

Table 4.6 – Attributes used in decision trees for I-frames. . . . . . . . . . . . . . . . . . . . . 71

Table 4.7 – DFPS and Pattern-based GMOF evaluation in the all-intra-frame sce-
nario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Table 4.8 – ED-RMD and quadtree limitation using machine learning in the all-
intra-frame scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Table 4.9 – Comparisons of intra-frame prediction timesaving algorithms. . . . . . . . 75

Table 5.1 – BD-rate results according to three complexity target rates. . . . . . . . . . . 83

Table 5.2 – Timesaving of the depth map coding according to complexity target
rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Table 5.3 – Multicore CPU results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Table 5.4 – Results for the basic GPU implementation. . . . . . . . . . . . . . . . . . . . . . . 89

Table 5.5 – GPU results for the GMOF and SED implementations. . . . . . . . . . . . . 91

Table 5.6 – Summary of results obtained with CPU and GPU implementations. . . 91

Table 5.7 – FB&C coding for line patterns of a 4× 4 block. . . . . . . . . . . . . . . . . . . . 93

Table 5.8 – Occurrence probability and Huffman Code for the allowed lines of 4×4
blocks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Table 5.9 – Number of bits required to store all wedgelets. . . . . . . . . . . . . . . . . . . . 99

Table 5.10 – D-FB&C+ synthesis results compared to the standard approach. . . . . 102

Table 5.11 – Logical synthesis results of the bipartition modes decoder. . . . . . . . . . 107

Table 6.1 – Parameters evaluated in P- and B-frames and their description. . . . . . 116

Table 6.2 – Parameters used in P- and B-frames decision trees. . . . . . . . . . . . . . . 117

Table 6.3 – Evaluations in the random access scenario. . . . . . . . . . . . . . . . . . . . . . 118



Table 6.4 – Comparison with related works in random access scenario. . . . . . . . . 120



LIST OF ACRONYMS

AVS2 – Audio Video Coding Standard 2

BCM – Block Change Map

BD-RATE – Bjontegaard Delta rate

BER – Bipartition modes Evaluation Rate

B-LCM – Block Line Change Map

CABAC – Context Adaptive Binary Arithmetic Coding

CMOS – Complementary Metal Oxide Semiconductor

CTC – Common Test Conditions

CU – Coding Unit

CPV – Constant Partition Value

CPU – Central Processing Unit

CTU – Coding Tree Unit

DC – Direct Component

DCT – Discrete Cosine Transform

DE – Disparity Estimation

D-FB&C – Dual First Bit and Change

DFPS – DMM-1 Fast Pattern Selection

DIBR – Depth Image Based Rendering

DIS – Depth Intra Skip

DMM – Depth Modeling Modes

DDF-GMOF – Double Degree of Freedom GMOF

DS – Diamond Search

E-ADME – Edge-Aware Depth Motion Estimation

EC – Entropy Coding

ED-RMD – Enhanced Depth Rough Mode Decision

EEC – Encoding Effort Control

ERR – Ending Rows Removal

FB&C – First Bit and Change

FS – Full Search

FPS – Frames per Second

GMOF – Gradient-based Mode One Filter

GPU – Graphics Processing Unit



HEVC – High Efficiency Video Coding

HEVC-SCC – High Efficiency Video Coding Screen Content

IG – Information Gain

I-SDSP – Iterative Small Diamond Search Pattern

ISP – Initial Search Point

JCT-3V – Joint Collaborative Team on 3D Video Coding Extension Development

LCM – Line Change Map

MAD – Maximum Absolute Deviation

ME – Motion Estimation

MPM – Most Probable Modes

MSM – Merge/Skip Mode

MVD – Multiview Video plus Depth

PDF – Probability Density Function

PID – Proportional-Integral-Derivative

PSNR – Peak Signal-to-Noise Ratio

PU – Prediction Unit

P&GMOF – Pattern-based Gradient Mode One Filter

QP – Quantization Parameter

RA – Random Access

RD-COST – Rate-Distortion cost

RD-LIST – Rate-Distortion list

REP – Reduced Error Pruning

RMD – Rough Mode Decision

SAD – Sum of Absolute Differences

SATD – Sum of Absolute Transformed Differences

SDC – Segment-wise Direct Component Coding

SDF-GMOF – Single Degree of Freedom GMOF

SED – Simplified Edge Detector

S-GMOF – Strong GMOF

SIMD – Single Instruction Multiple Data

SSD – Sum of Squared Differences

SVDC – Synthesized View Distortion Change

TH – Threshold

TQ – Transform-Quantization



TU – Transform Unit

TZS – Test Zone Search

VHDL – Very High Speed Integrated Circuits Hardware Description Language

WEKA – Waikato Environment for Knowledge Analysis

WMEM – Wedgelet Memory

2D – Two-dimensional

3D – Three-dimensional

3D-HEVC – 3D-High Efficiency Video Coding Screen Content

3D-HTM – 3D-HEVC Test Model



CONTENTS

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.1 MAIN OBJECTIVE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.2 SPECIFIC OBJECTIVES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.3 THESIS’ STRUCTURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 THEORETICAL BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1 3D-HEVC BASIC ENCODING STRUCTURE . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1.1 TEMPORAL AND SPATIAL PREDICTION STRUCTURE . . . . . . . . . . . . . . . . . 25

2.1.2 QUADTREE STRUCTURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2 INTRA-FRAME PREDICTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2.1 HEVC INTRA-FRAME PREDICTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.2 THE BIPARTITION MODES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2.3 INTRA-PICTURE SKIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3 INTER-FRAME AND INTER-VIEW PREDICTIONS . . . . . . . . . . . . . . . . . . . . . . 36

2.4 COMMON ENCODING STEPS: TRANSFORM-QUANTIZATION, DC-ONLY
AND ENTROPY CODING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4.1 TRANSFORM-QUANTIZATION (TQ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4.2 DC-ONLY CODING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4.3 ENTROPY CODING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.5 EVALUATION METHODOLOGY - COMMON TEST CONDITIONS (CTC) . . . . 40

3 RELATED WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1 RELATED WORK ON REDUCING THE COMPUTATIONAL EFFORT ON THE
INTRA-FRAME PREDICTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.1 RELATED WORK IN MODE-LEVEL DECISION ALGORITHMS . . . . . . . . . . . . 43

3.1.2 RELATED WORK IN BLOCK-LEVEL DECISION ALGORITHMS . . . . . . . . . . . 45

3.1.3 RELATED WORK IN QUADTREE-LEVEL DECISION ALGORITHMS . . . . . . . . 46

3.1.4 SUMMARY OF INTRA-FRAME PREDICTION RELATED WORK . . . . . . . . . . . 47

3.2 RELATED WORK ON REDUCING THE COMPUTATIONAL EFFORT ON THE
INTER-FRAME/VIEW PREDICTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3 RELATED WORK ON ENCODING EFFORT CONTROL . . . . . . . . . . . . . . . . . . 49

3.4 RELATED WORK ON HARDWARE DESIGN . . . . . . . . . . . . . . . . . . . . . . . . . . . 49



4 CONTRIBUTIONS ON ENCODING TIME REDUCTION FOR DEPTH MAP
INTRA-FRAME PREDICTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1 PERFORMANCE ANALYSIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1.1 ENCODING TIME DISTRIBUTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1.2 BLOCK SIZES AND ENCODING MODE DISTRIBUTION . . . . . . . . . . . . . . . . . 55

4.2 DESIGNED SOLUTIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2.1 DMM-1 FAST PATTERN SELECTOR (DFPS) . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.2 PATTERN-BASED GRADIENT MODE ONE FILTER (P&GMOF) . . . . . . . . . . . 63

4.2.3 ENHANCED DEPTH ROUGH MODE DECISION (ED-RMD) . . . . . . . . . . . . . . 67

4.2.4 APPLYING MACHINE LEARNING FOR QUADTREE LIMITATION . . . . . . . . . . 69

4.3 EXPERIMENTAL RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5 CONTRIBUTIONS ON BIPARTITION MODE ALGORITHMS . . . . . . . . . . . . . . 77

5.1 ENCODING EFFORT CONTROL FOR BIPARTITION MODES . . . . . . . . . . . . . 77

5.1.1 THE DESIGN OF THE COMPLEXITY CONTROL SYSTEM . . . . . . . . . . . . . . . 79

5.1.2 RESULTS AND DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2 PARALLELISM EXPLORATION FOR INTRA_WEDGE . . . . . . . . . . . . . . . . . . . . 84

5.2.1 PARALLELISM GRANULARITY ANALYSIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2.2 SCALABILITY ANALYSIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2.3 INTRA_WEDGE SIMPLIFICATION ANALYSIS IN MULTICORE CPU . . . . . . . . 88

5.2.4 INTRA_WEDGE IMPLEMENTATION USING GPU . . . . . . . . . . . . . . . . . . . . . . 89

5.3 INTRA_WEDGE PATTERN COMPRESSION . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.3.1 FIRST BIT AND CHANGE (FB&C) ALGORITHM . . . . . . . . . . . . . . . . . . . . . . . . 92

5.3.2 HUFFMAN CODE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.3.3 BLOCK CHANGE MAP ALGORITHM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.3.4 LINE CHANGE MAP ALGORITHM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.3.5 BLOCK LINE CHANGE MAP ALGORITHM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.3.6 DUAL FIRST BIT AND CHANGE ALGORITHM . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.3.7 ENDING ROWS REMOVAL TECHNIQUE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.3.8 EVALUATION OF THE PROPOSED ALGORITHMS . . . . . . . . . . . . . . . . . . . . . 99

5.3.9 DFB&C+ HARDWARE IMPLEMENTATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.4 BIPARTITION MODE HARDWARE DESIGN . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.4.1 SYNTHESIS RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107



6 CONTRIBUTIONS ON INTER-FRAME PREDICTION ENCODING TIME RE-
DUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.1 EDGE-AWARE DEPTH MOTION ESTIMATION (E-ADME) . . . . . . . . . . . . . . . . 109

6.1.1 DESIGNED SCHEME . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.2 EARLY TERMINATION BLOCK-LEVEL DECISION . . . . . . . . . . . . . . . . . . . . . . 112

6.2.1 DESIGN OF THE EARLY TERMINATION BLOCK-LEVEL DECISION . . . . . . . 113

6.3 DECISION TREES FOR P- AND B-FRAMES . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.4 RESULTS AND COMPARISONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

7 CONCLUSIONS AND FUTURE WORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

7.1 FUTURE WORKS AND OPEN RESEARCH POSSIBILITIES . . . . . . . . . . . . . . . 123

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

APPENDIX A – Publication List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133



20

1. INTRODUCTION

Several digital video applications have arisen in the past few years, demanding
high quality and high definition videos. Besides, these videos are stored in several media
and places and streamed over several heterogeneous communication systems distributed
at the internet. Therefore, a high effort was spent in the standardization of the modern
two-dimensional (2D) video coding such as High Efficiency Video Coding (HEVC) [73], VP9
[23], Audio Video Coding Standard 2 (AVS2) [39] and probably the next emergent video
coding standards, allowing to maintain a good video quality without penalizing the stream
size. However, currently, video coding applications go beyond capturing simple 2D scenes.
This kind of video application allows sharing computer screens or enjoying an experience
that goes beyond 2D videos by providing a depth perception of the scene. These new
characteristics are not well-explored by the 2D video coding standards since they focus on
capture texture aspects of a single view only; consequently, limiting the efficiency on cap-
turing depth aspects of each video’s scene. To fulfill this requirement, video coding experts
designed HEVC extensions that included HEVC Screen Content (HEVC-SCC) [80], which
allows achieving a higher performance when sharing computer screens or similar videos,
and the three-dimensional (3D) High Efficiency Video Coding (3D-HEVC) [40] [76], which
explores 3D video redundancies. Since this thesis focus on 3D videos, the explanations
herein considered only 3D-HEVC, which is the most advanced 3D video coding standard.

3D-HEVC was based in the Multiview Video plus Depth (MVD) representation [29],
where each texture (regular data seen in video sequences) frame is associated with a depth
map captured from the same camera that captures the texture videos. The texture frames
are the natural images with colors that are presented at the TV, composed of luminance
and chrominance samples. The depth maps are represented by gray shades using only
lumincance samples. These depth maps provide the geometrical distance between objects
and the camera [86]. Figure 1.1(a) shows an example of a texture frame; whereas Figure
1.1(b) illustrates its associated depth map, both figures are extracted from Kendo video
sequence [75].

The motivation of using MVD is the bandwidth reduction for a 3D video transmission
because the decoder can synthesize high-quality virtual views interpolating texture views
based on the depth data, using techniques such as Depth Image Based Rendering (DIBR)
[16]. These techniques allow synthesizing a dense set of high-quality texture views of the
scene, reducing the number of transmitted texture views.

Figure 1.2 shows an abstraction of the entire processes of 3D-HEVC coding and
decoding, which starts from the scene capturing, passing by the 3D-HEVC video encoding,
the video storing/transmitting, the video decoding and the intermediary synthesized views
generating.
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(a) (b) 

 
Figure 1.1 – (a) Texture view and its associated (b) depth map obtained from Kendo video
sequence (source: [75]).

Figure 1.2 – 3D-HEVC encoding and decoding flows (source: [8]).

Firstly, a scene is captured by multiple cameras simultaneously. Each camera pro-
vides a raw texture and depth data from the same perspective, which are encoded together
in a 3D-HEVC encoder, packing the data inside an encoded stream. Each camera is called
a view, where the texture and the depth content are included.

The encoded stream can be stored in the device memory or cloud, broadcasted,
transmitted, and/or others. Whenever another application requires decoding this stream, the
3D-HEVC decoder is responsible for reconstructing the original encoded views, providing
the reconstructed raw texture and depth data. However, a 3D application may require more
than the number of transmitted views. Therefore, a view-synthesis is applied to generate
innumerous texture views located between the original encoded views. Notice the 3D-HEVC
bitstream can also provide information for stereo or 2D videos decoder.



22

Figure 1.1 shows depth maps contain different characteristics from texture, i.e.,
depth maps are characterized by containing large regions with homogeneous values (back-
ground or objects bodies) and sharp edges (borders of objects) [72]. Considering these
characteristics, the algorithms can encode depth maps with higher efficiency and quality.
The quality of the encoded depth maps is crucial to allow generating high-quality synthe-
sized views, which leads to a significant challenge in this scenario, because, encoding depth
maps using only traditional 2D video coding techniques introduces errors in the encoding
process.

The quality of the encoded depth maps influences the 3D video quality indirectly
since depth maps are used to synthesize virtual views that are seen by the application
viewers. The highest difference is noticed in the depth map edges; therefore, it is essential
to encode as precisely as possible the depth maps, preserving these edges (i.e., without
smoothing them) and avoiding errors in the video synthesis process.

Taking into account the importance of edge preservation and the requirement of
obtaining high compression rates without decreasing the video quality, the Joint Collabo-
rative Team on 3D Video Coding Extension Development (JCT-3V) experts have proposed
new tools for 3D-HEVC depth map coding. These new coding tools include the Intra-picture
skip [31], Direct Component (DC)-only [33] and the bipartition modes (composed of the
algorithms Intra_Wedge and Intra_Contour [37]). It is essential to emphasize during the 3D-
HEVC standardization, the names of these tools have changed; therefore, some timesaving
algorithms designed in this Thesis are refereeing the old name to maintain the original algo-
rithm name. The bipartition modes are also found in the literature as Depth Modeling Modes
(DMMs), where Intra_Wedge was called DMM-1 and Intra_Contour was called DMM-4. The
Intra-picture skip is also found in the literature as Depth Intra Skip (DIS), and the DC-only is
found in the literature as Segment-wise DC Coding (SDC).

Considering MVD is a relative new encoding format, the depth map coding has not
been so investigated as texture coding over the last decade, having significant space for
researchers provide new enhancements for its algorithms. Besides, several encoding tools
were inherited from the HEVC texture coding without considering the depth map simplicity,
and some new tools were designed without significant exploration on depth map coding;
therefore, opening space for deeper exploration of the depth map coding. Thus, this The-
sis explores depth map characteristics and coding algorithms in several levels aiming to
enhance depth map coding implementations.

1.1 Main Objective

A high-level diagram of a 3D encoder is presented in Figure 1.3, where the sections
or chapters of this Thesis contributions are indicated in the focused encoding tool.
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Figure 1.3 – High-level diagram of the 3D encoder with the Thesis contributions.

The primary objectives of this Thesis are to explore new algorithms and implemen-
tations to enhance depth maps coding. This thesis lies in the exploration of new techniques
and algorithms for the design of efficient 3D-HEVC depth maps coding tools at several lev-
els. Among the technologies used are machine learning, algorithmic parallelization, statisti-
cal analysis, and hardware/software implementations; the application of these technologies
based on an in-depth analysis of the primary features of the depth maps allowed us to
achieve significant results in timesaving and memory usage requirements. The main contri-
butions of this Thesis are summarized as follows:

• Detailed analysis of the encoding time distribution in the encoding tools for depth map
intra-frame prediction [60] [69];

• Detailed analysis of the encoding modes usage in the depth map intra-frame prediction
[69];

• Four timesaving algorithms for coding the depth map intra-frame prediction [48] [54]
[55] [62];

• Specific implementation explorations on bipartition modes including encoding effort
control [65], parallelism exploration for Intra_Wedge in multicore [58] and Graphics
Processing Unit (GPU) systems [59], methods for reducing its memory usage in Intra_-
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Wedge [53] [64], and a hardware implementation of a bipartition mode decoder [56]
[61]; and

• Three timesaving algorithms for inter-frame prediction coding [47] [49] [68].

1.2 Specific Objectives

To achieve the primary objective of this work the following specific objectives were
accomplished:

• Analysis of the use of the encoding modes;

• Analysis of the execution time of the encoding modes;

• Investigating related works concerning depth map timesaving;

• Statistical analysis of the most time-consuming encoding modes;

• Decision algorithms creation to speed up the intra-frame prediction;

• Exploration of the implementation characteristics of the bipartition modes; and

• Decision algorithm design to speed up the inter-frame prediction.

1.3 Thesis’ Structure

This Thesis is divided into seven chapters to present the 3D-HEVC encoding con-
cepts and contributions. Chapter 2 presents the theoretical background showing the 3D-
HEVC depth map encoding structure and explaining the main tools used during its process-
ing. Chapter 3 presents and discusses a dense set of related work. Chapter 4 describes the
contributions related to the encoding effort reduction in the intra-frame prediction, showing
an analysis of the distribution and encoding time of the depth map encoding tools followed
by the designed timesaving algorithms for intra-frame prediction. Chapter 5 presents the
contributions specifically at bipartition modes including parallel investigation, encoding effort
control, Intra_Wedge memory aware solutions and hardware design for its decoding. Chap-
ter 6 presents the contributions focused on reducing the computational effort of inter-frame
coding. Finally, Chapter 7 concludes this Thesis.
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2. THEORETICAL BACKGROUND

This chapter contains the 3D-HEVC theoretical background employed on this The-
sis. Section 2.1 describes the 3D-HEVC basic encoding structure. Section 2.2 presents
and discusses the intra-frame prediction algorithms applied to depth maps. Section 2.3 de-
tails the inter-frame and inter-view encoding algorithms. Finally, Section 2.4 discusses the
common encoding steps applied in the resulting of these prediction algorithms.

2.1 3D-HEVC Basic Encoding Structure

The 3D-HEVC encoding is based on (i) an efficient prediction structure, where
the predictions strategies are employed according to the encoding frame type; and (ii) a
flexible quadtree structure, where different block sizes are evaluated searching for the best
combination of block partitioning.

2.1.1 Temporal and Spatial Prediction Structure

Figure 2.1 shows the 3D-HEVC prediction structure. For a given k instant of time
(Timek ), all texture data and their associated depth maps are encoded by the 3D-HEVC
encoder in a structure called access unit.

T0

D0

T0

D0

T1

D1

T1

D1

T2

D2

T2

D2

I-Frame

P-Frame

P-Frame

B-Frame

B-Frame

B-Frame

Time0 Time1 .  .  .

.  .  .

.  .  .

.  .  .

.  .  .

.  .  .

.  .  .

HEVC + 3D coding tools

HEVC coding tools

access unit

Temporal

Inter-component (T → D)

Texture Inter-view

Depth Inter-view

Inter-component (D → T)

Legend:

access unit

Figure 2.1 – Basic 3D-HEVC prediction structure (Source: [49]).
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The access unit is a structure containing texture and depth maps of all available
views in a given instant of time. Inside an access unit, a base texture view (T0) is used as the
reference for the dependent texture views (T1, T2) for exploring the similarities among views.
The base view, i.e. T0, is independent of the other views being encoded by a conventional
HEVC encoder since an HEVC decoder can provide images for the 2D-conventional display
from a 3D-HEVC compatible bitstream. The dependent views are encoded using information
from the base view (T0) to reduce the inter-view redundancy. Figure 2.1 also shows the
3D-HEVC inter-frame dependencies, allowing exploring inter-frame redundancies among
access units; i.e., exploring the redundancies among time instants.

3D-HEVC works employing three frame types: I-, P-, and B-frames. I-frames are
present only in the base view, and they are encoded using the information inside the current
encoding frame, i.e., employing the intra-frame prediction algorithms. I-frames are used to
encode few base views - in the first video frame and from time to time (a specific amount of
time defined by the encoder) to refresh the current scene. I-frames allow to reconstruct the
video without any information of past-encoded frames; therefore, I-frames can recover the
video quality that eventually was lost among several frames propagation. Besides, I-frames
help to recover from transmission faults that lose packages. P-frames are employed in the
same access unities that encoded the base view using I-frames. They can be encoded
applying intra-frame and inter-view predictions. Finally, B-frames can be encoded using
intra-, inter-frame, and inter-view predictions. Inter-layer prediction techniques can be also
used in all types of frames.

The depth map (D0, D1, and D2) receives the same frame type of its associated tex-
ture frame; however, 3D-HEVC allows using inter-component prediction and other encoding
tools such as Intra_Wedge, Intra_Contour, DC-only, and Intra-picture skip.

2.1.2 Quadtree Structure

The 3D-HEVC depth map coding applies the same quadtree structure of the HEVC
texture coding [35]; i.e., before being encoded, the current frame is divided into Coding Tree
Units (CTUs) - a smaller and basic coding structure. Subsequently, each CTU can be split
into four Coding Units (CUs), which can be divided recursively into four CUs until reaching a
minimum pre-determined quadtree level.

Figure 2.2 exemplifies a 64 × 64 CTU partitioning, where the encoder selects the
final quadtree structure. The quadtree leaves are the final selected CU to encode the current
CTU. It is worth to mention this high flexibility is responsible for achieving a high encoding
efficiency in modern video coding standards since regions with fewer details can be encoded
with larger blocks, while regions with more details can be further refined using smaller blocks.



27

64

64

16

16

8

8

Quadtree depth 1

Quadtree depth 2

Quadtree depth 3

Quadtree depth 4

32

32

64

64

32

32

16

16

8

8

Figure 2.2 – Quadtree structure.

A CU can be further partitioned into Prediction Units (PUs), where intra-, inter-
frame, and/or inter-view predictions encode the blocks according to the encoding frame type.
The intra-frame prediction encodes a PU using the information contained inside the encod-
ing frame. The inter-frame prediction explores the temporal redundancy among frames;
therefore, past encoded frames in the same view are used as the reference to perform pre-
dictions. The inter-view prediction is similar to the inter-frame prediction; however, it uses
other views inside the access unit as a reference, instead of a past encoded frame.

Figure 2.3 shows the possibilities of PU partitioning sizes according to the encoding
type. Notice the PUs can assume only quadratic sizes (i.e., blocks with the same width and
height) [73] in the intra-frame prediction. While in the inter-frame and inter-view predictions,
rectangular partitions are allowed. In all these predictions, the maximum and minimum sizes
of the blocks are 64× 64 and 4× 4, respectively.

The Rate-Distortion cost (RD-cost) is a function that balances the visual quality
and the number of bits required for a given tool encode a block. The encoder computes the
RD-cost of each block size to select the best tool for encoding the block. By combining the
RD-cost of smaller blocks, the encoder can compare several partitions possibilities and find
the partition that leads to the smaller RD-cost for the resulting quadtree. One can notice this
evaluation requires a high computational effort since there are several encoding modes and
block sizes that are evaluated in this quadtree evaluation.
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Figure 2.3 – Partitioning of PUs.

2.2 Intra-Frame Prediction

Figure 2.4 shows the dataflow model of the depth map intra-frame prediction for
a given depth block used in the 3D-HEVC Test Model (3D-HTM), which is the 3D-HEVC
reference software [27]. The best encoding mode is evaluated using its RD-cost, and the
mode with the lowest RD-cost is selected to encode the block. Each encoded block is
evaluated using: (i) HEVC intra-frame prediction in Transform-Quantization (TQ) and DC-
only flows; (ii) bipartition modes (grouping Intra_Wedge and Intra_Contour) in both TQ and
DC-only flows, and; (iii) Intra-picture skip mode, which uses only Entropy Coding (EC).

The HEVC intra prediction tool used by 3D-HEVC is the same defined to predict
texture in HEVC. Both, Intra_Wedge and Intra_Contour [37] segment the encoding block
into two regions, where each region is predicted with the Constant Partition Value (CPV),
which contains the average of all values of the region. Intra_Wedge divides the encoding
block using a straight line called wedgelet, while Intra_Contour creates a contour segmen-
tation dynamically. The Intra_Wedge and Intra_Contour were mainly designed for achieving
high encoding efficiency when encoding edges regions. The Intra-picture skip encoding
tool defines four extra prediction modes for obtaining high bitrate reduction at homogeneous
regions [31].

The HEVC intra-frame prediction and the bipartition modes use a Rate-Distortion
list (RD-list) to define some prediction modes that are further evaluated by their RD-cost,
since evaluating all encoding possibilities by their RD-cost implies a prohibitive computation
effort. After processing the prediction tools, all modes inserted into the RD-list are evaluated
using TQ and DC-only flows. Subsequently, the RD-costs are obtained using entropy coding
in the results of TQ and DC-only flows. The TQ flow is the same applied in the HEVC texture
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Figure 2.4 – Dataflow model used for the 3D-HEVC depth map intra-frame prediction
(source: [60]).

coding, and the DC-only flow [33] has been designed as a new encoding alternative to the
TQ flow, focused on obtaining higher efficiency in the homogeneous regions of the depth
maps. Besides, the entropy encoder is directly applied in the Intra-picture skip modes to
obtain the RD-cost without passing through the RD-list evaluation.

Next subsections detail the depth map intra-frame prediction tools. The common
encoding tools between intra-, inter-frames and inter-views predictions (i.e., TQ and DC-only
flow, and Entropy Coding) are later described in Section 2.4.

2.2.1 HEVC Intra-Frame Prediction

The 3D-HEVC depth map intra-frame prediction defines the planar mode, DC mode
and, 33 directional modes, whose directions are presented in Figure 2.5 [30]. These modes
use samples of spatially neighboring blocks as a reference for creating a predicted block.

All available block sizes of the intra-frame prediction apply this encoding tool using
a different number of directions; i.e., (i) 18 directions for 4 × 4 blocks, (ii) 35 directions for
8× 8, 16× 16 and 32× 32 blocks; and (iii) 4 directions for 64× 64 blocks.

The most intuitive encoding approach is to evaluate the RD-cost of all available
prediction modes, which may be prohibitive for real-time applications. 3D-HTM employs the
heuristic proposed by Zhao et al. [85] to encode texture and depth maps. An RD-list is
generated (see Figure 2.4) containing few modes among all available ones and RD-cost is
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Figure 2.5 – Directional modes of the HEVC intra-frame prediction (source: [30]).

computed only for these selected modes. This heuristic uses two algorithms: Rough Mode
Decision (RMD) and Most Probable Modes (MPM). The RMD algorithm applies the Sum of
Absolute Transformed Differences (SATD) between the original block and the predicted one
to early evaluate all HEVC modes (without the complete RD-cost evaluation). The algorithm
orders the modes according to their SATDs and inserts the modes with the lowest SATDs
ordered into the RD-list (8 modes for 4×4 and 8×8 blocks, and 3 modes for 16×16, 32×32,
and 64 × 64 blocks). Subsequently, the MPM algorithm gets the information of the modes
used in the left and above encoded neighbor blocks and can inserts up to two modes into
the RD-list.

2.2.2 The Bipartition Modes

The bipartition modes use the Intra_Wedge and Intra_Contour algorithms for block
sizes from 4 × 4 to 32 × 32, which produce wedgelet exemplified at Figure 2.6 and contour
segmentation presented at Figure 2.7. Notice these modes are not available for 64 × 64
blocks.

Figure 2.6 (a) shows the Intra_Wedge divides the encoding block into two regions
separated by a wedgelet. Since there are samples near the wedgelet that are not entirely
inside a region, Figure 2.6 (b) illustrates a discretization performed to select which region
these samples belong.

The Intra_Wedge algorithm defines the evaluation of many wedgelets for each
block, but only a subset is effectively evaluated, intending to reduce the Intra_Wedge com-
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Figure 2.6 – Wedgelet segmentation model of a depth block: (a) Pattern with R0 and R1 and
(b) discretization with constant values (source: [63]).
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Figure 2.7 – Contour segmentation model of a depth block: (a) Pattern with R0 and R1 and
(b) discretization with constant values (source: [63]).

putational effort. Table 2.1 shows the possible wedgelets and the storage requirement (in
bits) according to the block size.

Table 2.1 – Number of wedgelets evaluated in the Intra_Wedge algorithm.

Block size
Total number of

possible wedgelets
Number of evaluated

wedgelets in the main stage
Storage

requirements (bits)

4× 4 86 58 1,376
8× 8 802 314 51,328

≥ 16× 16 510 384 130,560

Figure 2.8 presents a high-level diagram of the Intra_Wedge encoding algorithm as
applied in 3D-HTM. Three stages compose the Intra_Wedge algorithm: (i) Main, (ii) Refine-
ment and (iii) Residue. The Main Stage evaluates the initial wedgelet set (i.e., wedgelets
assessed before the refinement) and finds the best wedgelet partition among the available
ones. The process of finding the best wedgelet requires mapping the encoding block into the
binary pattern defined by each wedgelet. According to this mapping, the average values of
all samples mapped into regions R0 and R1 are computed, and the predicted block is defined
as the average value of each region (Prediction step). For each wedgelet pattern, a similar-
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ity criterion is applied to determine the encoding efficiency of this pattern compared to the
other wedgelet patterns, generating a local distortion value. All distortions are compared,
and the pattern with the lowest distortion is selected as the best wedgelet (Distortion step).
There are many possibilities for similarity criterion usage, such as Sum of Absolute Differ-
ences (SAD), Sum of Squared Differences (SSD), and Synthesized View Distortion Change
(SVDC) [77]. Each similarity criterion can obtain different encoding impact and encoding
effort when profiling. 3D-HTM uses the SVDC algorithm as default [77].

Residue
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Figure 2.8 – Main blocks of the Intra_Wedge encoding algorithm (source: [63]).

The Intra_Wedge Refinement Stage evaluates up to eight wedgelets with patterns
similar to the one selected in the previous operation. Again, the wedgelet with the lowest
distortion among these eight possibilities, along with the wedgelet selected in Main Stage,
is selected as the best one. Finally, the Residue Stage subtracts the predicted block of the
elected wedgelet from the original one and adds this wedgelet into the RD-list.

While Intra_Wedge assumes only pre-defined patterns, Intra_Contour employs a
contour segmentation that can model arbitrary patterns and even consist of several parts (but
only two regions with constant values are allowed). Figure 2.7 (a) exemplifies the contour
segmenting a block into two regions and Figure 2.7 (b) presents the contour discretization
with the constant value of each region. Intra_Contour is not purely an intra-frame prediction
algorithm because it uses a technique called inter-component prediction to find the best
contour partition, using previously encoded information from one component (i.e., texture)
during the prediction of other components (i.e., depth maps) [40].
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JCT-3V experts designed the Intra_Contour algorithm motivated by the fact the
depth block represents the same scene of the texture block, which is already encoded.
Although depth maps and texture contain different characteristics, they have high structural
similarities that can be explored. For instance, an edge in the depth component usually
corresponds to an edge in the texture component. Figure 2.9 highlights these similarities
and correlation.

Bloco de
textura

Padrão
Obtido

Bloco de
Profundidade

(a) (b)

Texture Blocks Binary Patterns Depth Blocks

Figure 2.9 – Correlation between (a) texture and (b) depth components (source: [8]).

Figure 2.10 portrays the Intra_Contour encoding flow. The only information known
at the beginning of Intra_Contour execution is the texture and the depth blocks. Besides, only
the reconstructed luminance signal (previously encoded) composes the texture block used
as a reference in the Intra_Contour algorithm. Three stages compose the Intra_Contour
algorithm: Texture Average, Prediction, and Residue. The Texture Average Stage starts
computing the average value (u) of the corners samples in the texture block. The pseudo-
code described in Figure 2.11 is applied to construct a binary map that determines the Intra_-
Contour contour partition. From this pseudo-code, one can conclude all texture samples
smaller than u are mapped into R0, while the others are mapped into R1, generating a
binary map.

The Intra_Contour encoding does not require to use depth information during the
binary map generation. Besides, the Intra_Contour pattern is not transmitted because the
decoder can use the texture block, which is decoded before the depth block, and adaptively
generate the Intra_Contour pattern at the decoder side, without increasing the bitrate.

The Prediction Stage processes the depth maps using the binary map determined
in the previous stage and calculates the average values of all depth block samples mapped in
the regions R0 and R1. These average values are selected as the predicted block, according
to the binary map value.

Finally, the Residue Stage of Intra_Contour subtracts the predicted block from the
original depth block, generating the residues and inserting this mode into the RD-list.
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Figure 2.10 – Intra_Contour encoding flow (source: [63]).

1. for i = 1 to N 
2.     for j = 1 to N 
3.         if sample[i][j] < u 
4.             R0  sample[i][j] 
5.         else 
6.             R1  sample[i][j] 

Figure 2.11 – Pseudo-code representing the mapping of samples in the regions R0 and R1
in the Intra_Contour algorithm (source: [63]).

The bipartition modes can produce CPVs that require several bits for transmission
and storage. The 3D-HEVC standard adopted the delta CPV encoding, which computes
the predicted CPV using the information of the neighbor pixels to mitigate this problem.
Figure 2.12 shows the samples used in delta CPV computation, where the encoding block
is detached in red.

The CPV prediction requires the following items: (i) binary pattern information of
the three corners positions (P0, P1, and P2); (ii) three samples of the upper PU block (TL,
TM, and TR); (iii) one sample from the upper right PU (TRR); (iv) three samples from the
left PU (LT, LM, and LB); and (v) one sample from the left bottom PU (LBB). When some
of these samples are not available (i.e., the necessary neighbor pixel has not been codified
yet), the nearest available sample is used instead of that.

Figure 2.13 illustrates the pseudo-code for delta CPV generation that assigns the
references ref_0 and ref_1 to the correct prediction CPV (i.e., pred_0 and pred_1). Case 1
arises when the three binary patterns are equal; then, ref_0 is computed using the average
value of TL and LT. In this case, ref_1 is obtained from LBB or TRR, according to the high-
est absolute difference between TRR and TL or LBB and LB. Cases 2 occurs when P0 is
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Figure 2.12 – Encoding block and its boundary samples (source: [56]).

different of P1 and P2; then, ref_0 and ref_1 are computed using the average value of the
pairs (TL, LT) and (TR, LB), respectively. Case 3 arises when P0 is equal to P1 but differs
from the pattern of P2. In this case, TM is selected as ref_0 and LB as ref_1. Finally, Case 4
occurs when P0 is equal to P2 but differs to the pattern of P1; then, LM is selected as ref_0
and TR as ref_1.

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 

Cases 1a, 1b 

Case 1a 

Case 1b 
Case 2 

Case 4 

Case 3 

Figure 2.13 – Pseudo-code for delta CPV computation (source: [56]).

The delta CPVs are computed by subtracting the original CPV from the predicted
CPV and only delta CPVs are transmitted in the bitstream. In the decoding process, the pre-
dicted CPV can be computed using the same algorithm employed in the encoding process. It
requires accessing the wedgelet memory to obtain P0, P1, and P2 values, or generating the
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DMM-4 pattern dynamically to request the same sample values of neighbor samples used
by the encoder. The predicted CPV is added with the delta CPV, recovering the original CPV.

2.2.3 Intra-Picture Skip

Intra-picture skip is a novel tool of the 3D-HEVC depth map intra-frame prediction,
which was developed considering most of the depth maps are smooth areas for block sizes
ranging from 8×8 to 64×64. In general, slight changes of depth values in smooth areas are
not relevant to synthesized views quality [31]. Thus, Intra-picture skip ignores the residual
coding for the smooth areas providing a significant bitrate reduction.

Intra-picture skip includes four prediction modes [31]: (i) Mode 0 (vertical intra-
frame), which copies all neighbor upper samples to the current encoding block; (ii) Mode 1
(horizontal intra-frame), which copies all neighbor left samples to the entire current encod-
ing block; (iii) Mode 2 (single vertical depth), which copies only the middle upper neighbor
sample to the entire current encoding block and; (iv) Mode 3 (single horizontal depth), which
copies only the middle left neighbor sample to the entire current encoding block. Figure 2.14
(a) to (d) exemplify the Intra-picture skip modes 0, 1, 2 and 3, respectively, regarding an
8 × 8 encoding block; the red boxes defines the predicted blocks. Only the N above and
N left neighbor samples are used in the prediction (considering N2 the number of samples
of the square encoding block). The HEVC vertical (Figure 2.5, direction 26) and horizontal
(Figure 2.5, direction 10) intra directions are used to generate Modes 0 and 1. The Modes
2 and 3 fill the predicted block with a single depth value derived from the upper and left
neighbor blocks, respectively. By using Intra-picture skip, it is not necessary to transmit the
encoding block nor extra information. Only side information is required to be entropy coded
and packed in the bitstream, providing significant bitrate reduction.

2.3 Inter-Frame and Inter-View Predictions

Figure 2.15 shows the Motion Estimation (ME) and the Disparity Estimation (DE)
referencing other frames. Notice ME explores the temporal redundancies among frames,
while DE searches for the redundancies among views, i.e., inside an access unit.

Similarly to texture inter-frame/view prediction, ME/DE is applied in depth map pre-
diction using a search algorithm to detect the block that contains the most similarity to the
encoding block inside a search area in the reference frame, as displayed in Figure 2.16. It is
performed mapping the movement/disparity from the current encoding block in a reference
frame using a 2D vector that points to the most similar block in the reference frame by apply-
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Figure 2.14 – Example of Intra-picture skip encoding modes for an 8×8 block (source: [69]).

ing a search process, which requires a considerable encoding effort. Therefore, the search
process is a critical task inside block-based video encoders [9].

3D-HTM uses Test Zone Search (TZS) as the ME/DE search algorithm and SAD
as the similarity criterion. The TZS algorithm can reach a near optimal performance (i.e.,
the TZS can obtain results very similar to a brute force approach) regarding the quality of
the search process. TZS employs an Initial Search Point (ISP) decision and then performs
an iterative approach around the best ISP.

TZS selects the best ISP comparing the SAD results of the: (i) vector pointing to
the co-located block (i.e., the block in the same position in the reference frame); (ii) median
vector of the encoding block neighborhood (composed of previously encoded blocks around
of the current block); and (iii) vector of the largest block for the current CU [74]. Besides,
TZS uses different patterns in the search process, such as expansive diamond, raster search
and refinement step [74]. The ISP technique combined with these search machines allows
reducing around of 23 times the Full Search (FS) (i.e., the brute force approach) encoding
time without significant impact on the encoded video quality [74]. Even so, TZS still requires
a considerably high number of SAD comparisons when compared to lightweight algorithms.

The inter-frame/view prediction also allows the usage of Merge/Skip Mode (MSM),
where the encoder derives information of spatial or temporal neighbor blocks. The Merge
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Figure 2.15 – Example of ME/DE referencing blocks from other frames.

mode uses a merge list containing the neighbor blocks, whose index is used during the en-
coding process. The Skip mode is a particular case of MSM, where no residual information
is required, reducing the final stream size significantly. Therefore, the encoder uses one of
the following information for every inter-frame PU: (i) explicit encoding of motion parameters;
(ii) motion merge mode; or (iii) Skip mode.

2.4 Common Encoding Steps: Transform-Quantization, DC-only and Entropy
Coding

After the execution of the prediction steps described in Sections 2.2 and 2.3, the
depth map encoding finishes using three additional tools described next: TQ, DC-only, and
Entropy Coding (EC).

2.4.1 Transform-Quantization (TQ)

The TQ flow of the 3D-HEVC depth maps uses the same process applied in the
HEVC texture coding; this flow divides the CU in a quadtree of Transform Unities (TUs)
[79], which allows TQ to range from 4 × 4 to 32 × 32 samples. Discrete Cosine Transform
(DCT) and a quantization module process the residual information of the predicted block
under evaluation. So, when encoding texture it attenuates or removes the less relevant
frequencies to the human vision [6]; thus, generating small quality losses in the coding
process. A Quantization Parameter (QP) defines the quantization strength, and as bigger is
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Figure 2.16 – Example of ME/DE search process (source: [65]).

the QP as higher is the compression rate, but also as higher is the image quality degradation
[6].

2.4.2 DC-Only Coding

As an alternative to TQ flow, 3D-HEVC uses DC-only to obtain further bitrate gains
in smooth regions [33] for block sizes ranging from 8× 8 to 64× 64, allowing only quadratic
blocks. Instead of using the residual information of depth samples, DC-only considers a
single DC residue encodes the HEVC intra-frame, inter-frame, and inter-view predictions,
and considers two DC residues encode the bipartition modes. The DC residue generation
requires to compute a predicted DC (dcp), the original DC (dco), and then to perform a
subtraction operation.

It uses the average value of the original block for HEVC intra- and inter-frame pre-
dictions, and the average value of each region for the case of bipartition modes to calculate
dco. The use of the average value of the four corners samples of the predicted block for
intra-frame prediction generates dcp; additionally, dcp uses the predicted CPV obtained by
applying the procedure described in Subsection 2.2.2 for bipartition modes.

2.4.3 Entropy Coding

The depth map EC uses the same tools defined in the conventional HEVC texture
encoding process. Context Adaptive Binary Arithmetic Coding (CABAC) [36] is the primary
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tool used, which provides a significant bitstream reduction by performing lossless entropy
compression in the series of syntax elements delivered by the previous encoding tools. Thus,
EC processes all information generated by the previously described encoding tools. The
EC results allow calculating the RD-cost of all possible modes, enabling to compare those
results and select the one that will be used to encode the current block.

2.5 Evaluation Methodology - Common Test Conditions (CTC)

The Common Test Conditions (CTC) [41] were developed by JCT-3V experts to
allow a fair comparison among the 3D video coding works. CTC includes eight different
video sequences that should be encoded in four quantization scenarios. Table 2.2 presents
a summary of these sequences characteristics.

Table 2.2 – Test sequences details.

Test Sequence Resolution Total Frames
Encoded Environment Sequence

Details
Depth

Structure
Balloons 1024× 768 300 Inside a room Medium Medium
Kendo 1024× 768 300 Inside a room High Medium

Newspaper_CC 1024× 768 300 Inside a room High Medium

GT_Fly 1920× 1088 250
Computer
Graphics Medium Complex

Poznan_Hall2 1920× 1088 200 Inside a room Medium Complex
Poznan_Street 1920× 1088 250 Outside High Complex

Undo_Dancer 1920× 1088 250
Computer
Graphics

High Simple

Shark 1920× 1088 300
Computer
Graphics Medium Complex

Each video sequence possesses specific characteristics such as high movement,
transparency, details and camera noise. Figure 2.17 and Figure 2.18 present the first texture
frame and the depth map of the central view, respectively. The following set of videos are
evaluated in CTCs: (a) Balloons [75], (b) Newspaper_CC [25], (c) Kendo [75], (d) GT_Fly
[84], (e) Poznan_Hall2 [15], (f) Poznan_Street [15], (g) Undo_Dancer [46], and (h) Shark
[42].

The experts designed the 3D-HTM [24], which is a 3D-HEVC reference software
that provides a reference software implementing the 3D-HEVC encoder, used to evaluate
these 3D video sequences following CTC. 3D-HTM allows obtaining relevant information,
such as texture encoding time, depth encoding time, bitrate for each encoded view, and
the resulting Peak Signal-to-Noise Ratio (PSNR), i.e., subjective video quality, of each view.
After encoding a video with 3D-HTM, it is possible to use another part of this reference
software containing a 3D-HEVC decoder and decode the views, and posteriorly generate
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Figure 2.17 – First frame of the texture of each video present in CTC.

intermediary view by using a view synthesis interpolator. Consequently, one can evaluate
the visual quality of the synthesized view and compare with a related work fairly.

When following CTC definition, the 3D-HTM is evaluated using four QP pairs (QP-
texture, QP-depth) for each video sequence: (25, 34), (30, 39), (35, 42), and (40, 45), where
the QP indicates the quantization impact in the encoding process. The higher the QP value,
the higher are the reductions in the video quality, also resulting in a bitrate reduction.

The evaluation of these four QP pairs allows drawing Rate-Distortion (RD) curves
to compare different encoding algorithms. Moreover, the technique proposed by G. Bjonte-
gaard [4] can be applied to obtain the Bjontegaard Delta rate (BD-rate). This BD-rate metric
indicates the bitrate reduction for similar video quality and it is computed by interpolating
the resulting Peak Signal-to-Noise Ratio (PSNR) and the bitrate obtained in one experiment
and comparing this result with a baseline implementation. However, in depth maps coding,
the PSNR of the depth encoded view does not provide relevant information for analysis con-
sequently, the BD-rate of the depth maps are not relevant. Therefore, in MVD systems, for
computing the BD-rate it is necessary to synthesize intermediary views and use their PSNR
as the reference for this evaluation. So, in this Thesis, the evaluated BD-rate in all exper-
iments is obtained using the average PSNR of the synthesized views and considering the
total bitrate, i.e., the sum of the bitrate of all texture views and depth maps.
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Figure 2.18 – First frame of depth maps of each video present in CTC.

Table 2.3 shows the main configurations applied to the experiments of this Thesis.
These configurations are in accordance with the CTC definitions.

Table 2.3 – Configurations used in the experiments.

Profile All Intra Random Access
GOP size 1 8

Intra-period 1 24
Bits per pixel 8

Texture/Depth views 3/3
QP-pair (25, 34), (30, 39), (35, 42), (40, 45)

DMM evaluation Enabled
Depth intra skip Enabled

VSO Enabled
Rate control Disabled

3D-HTM version 16.0
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3. RELATED WORK

This chapter describes works targeting four topics of depth map coding. Sections
3.1 and 3.2 discuss the works aiming to reduce the computational effort of the intra-frame
and inter-frame/view predictions, respectively. Section 3.3 shows works focused on control-
ling the encoding effort. Finally, Section 3.4 describes the main related work focusing on
designing hardware and/or dealing with the 3D-HEVC memory requirements.

Sections 3.1 and 3.2 classify the timesaving algorithms in (i) mode-level, (ii) block-
level, and (iii) quadtree-level. The timesaving technique of the mode-level focuses on a
single encoding mode. The block-level algorithms aim at reducing the complete evaluation
of some encoding steps if a given criterion is met. For example, if a block and its neighbor
are highly correlated with the current encoding block (i.e., highly similar characteristics), then
it is necessary only to evaluate the current block by the encoding mode used in the neighbor
block, skipping the remaining possibilities. The quadtree-level algorithms limit the minimum
and maximum quadtree-level adaptively according to the encoding region. For example, if
the encoding region is almost homogeneous, there is no reason to evaluate small block sizes
since a higher block size can represent nearly the same information without influencing the
quality and providing a smaller bitrate. Besides, coding an area with many details is more
difficult when using large block sizes.

3.1 Related Work on Reducing the Computational Effort on the Intra-Frame Pre-
diction

Several works detail solutions for reducing the computational effort of the 3D-HEVC
depth map intra-frame prediction. The mode-, block-, and quadtree-level decision algorithms
are presented in Subsections 3.1.1, 3.1.2, and 3.1.3, respectively.

3.1.1 Related Work in Mode-Level Decision Algorithms

Regarding mode-level decision algorithms, some works propose to reduce the en-
coding effort of RMD and MPM selection (e.g., [82] and [83]), some other works propose to
diminish the encoding effort of the TQ and/or DC-only flows (e.g., [20], [44], and [83]), and
others focus on reducing the wedgelet list evaluations (e.g., [18] and [82]). We have also
proposed two previous [52] and [66] focusing on reducing the wedgelet list evaluation.

The work proposed by Zhang et al. [82] simplifies the RMD and MPM selection,
and the Intra_Wedge wedgelet list evaluation. It classifies the current block in one of three
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types using the variance value of neighbor reference samples: (i) smooth, (ii) edge, or (iii)
normal. A block classified as smooth requires to insert into RD-list only the planar mode;
if the block is classified as an edge, the algorithm uses the orientation of the intra-frame
direction to decide the modes inserted into RD-list. It also uses the orientation of Intra_-
Wedge patterns to avoid evaluating the entire Intra_Wedge set. If the block is classified as
normal, the original 3D-HTM encoding flow is performed. It reached a timesaving of 27.9%
in the depth maps coding while increased the BD-rate in 1.03%.

The work [83] performs mode- and block-level (described in Subsection 3.1.2) de-
cisions. The mode-level decision always inserts into RD-list the modes 10 (horizontal), 26
(vertical), planar, DC, and bipartition. The mode-level decision also verifies the parental
block (a larger block containing current block) encoding mode. If the planar, DC or biparti-
tion modes do not encode its parental block, then the mode-level decision also inserts two
extra intra-frame prediction modes into RD-list. Otherwise, only the modes initially inserted
into the RD-list are evaluated. Its mode-level decision was capable of achieving a reduction
of 24.4% in depth maps coding with an increase of 0.51% in BD-rate.

The work [44] proposed a timesaving algorithm in the TQ and DC-only flows using
mode-, block- and quadtree-level decisions. Since its mode- and block-level decisions work
together, they are explained together here, while its quadtree-level decision is explained in
Subsection 3.1.3. In step 1, it evaluates only planar, DC, horizontal, vertical and MPM intra-
frame prediction modes and compares the obtained results with a threshold. The process
stops if the threshold criterion is met, skipping the remaining HEVC intra prediction directions
and the bipartition modes evaluation; else, step 2 is executed, where bipartition modes are
evaluated generating a new RD-cost. If the new RD-cost of the bipartition modes is smaller
than the previous RD-cost obtained in step 1, then the process finishes. On the contrary,
step 3 is executed, computing the RD-cost for the remaining intra-frame prediction modes
that share a similar direction to the best wedgelet obtained in Intra_Wedge. Again, the
obtained RD-cost is compared with the RD-cost obtained in Step 1, ending the process
when the new RD-cost is smaller. Otherwise, all the remaining modes are evaluated. This
timesaving scheme obtained 21.6% with a BD-rate increase of 0.5%.

Gu et al. [20] is a default algorithm implemented in 3D-HTM for simplifying the
DC-only evaluation without modifying the TQ encoding flow. The three best-encoded modes
in TQ flow are stored during their assessment. If the best-encoded mode is planar or DC
and the encoding block variance is lower than a threshold, then only planar and DC modes
are evaluated in the DC-only flow. If the best-encoded mode by TQ flow is not planar or
DC, then only the three best-encoded modes are evaluated by their RD-cost in the DC-only
flow. Since it is already executed by default in 3D-HTM, then its encoding time is considered
as the baseline for the remaining evaluations. However, before being integrated with the
reference software, it was capable of reducing the encoding time in 17.0% with an increase
of 0.46% in BD-rate.
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The remaining mode-level decision algorithms focus on reducing the number of
wedgelets evaluated by the Intra_Wedge. Our previous work [66] propose a gradient filter in
the borders of the block to detect the most promising positions and to evaluate Intra_Wedge
patterns. It requires evaluating only wedgelets that touch the positions with high gradients
values in the borders. Another of our previous work [52] present three further advances
providing higher wedgelets evaluation skips when analyzing the two highest gradients of
different borders and evaluating wedgelets that touch near positions. The results encod-
ing timesaving in these evaluations vary between 4.9% and 8.2% with a BD-rate increase
between 0.33% and 1.47% when evaluated in Random Access configuration.

Fu et al. [18] propose dividing the encoding block into two regions using a vertical
wedgelet, a horizontal wedgelet, a wedgelet with 45º and a wedgelet with 135º passing in
the middle of the block. In each division, the variance of each region is computed aiming to
verify if each region has a strong potential of containing an edge region. With that analysis,
Intra_Wedge wedgelet search process is reduced by only evaluating wedgelgets with a high
potential. This technique was capable of reducing 52.9% of the evaluated wedgelets with
an increase of 0.49% in BD-rate. Fu et al. [18] do not present any evaluation regarding the
timesaving provided by their solution.

3.1.2 Related Work in Block-Level Decision Algorithms

Regarding block-level decision algorithms, the work [19] and our previous work [67]
proposed skipping the entire bipartition modes evaluation when the traditional HEVC intra-
frame prediction encodes the block effectively. Therefore, these works do not search for the
best Intra_Wedge wedgelet and do not generate the Intra_Contour pattern when the skip
is performed. Besides, some works focus on removing the TQ flow evaluation [83], and on
encoding only one flow [10] if a given criterion is met.

The work of Gu et al. [19] compute the variance of the encoding block and use a
threshold based on QP for performing fast decisions (algorithm used by default in 3D-HTM).
If the encoding block has a low variance or if the best mode in RD-list inserted by HEVC
intra-frame prediction is planar, then the bipartition modes are rarely selected. In this case,
Gu et al. remove the bipartition modes evaluation. Since it is already executed by default in
3D-HTM, then its encoding time is considered as the baseline for the remaining evaluations.
Before its integration with the reference software, it was capable of reducing the encoding
time in 26.5% with an increase of 0.02% in BD-rate.

Our previous work [67] explore an approach similar to that described in [19]; how-
ever, instead of using the variance of the encoding block, it uses a Simplified Edge Detec-
tor (SED), which compares the highest difference among the four corners samples with a
threshold decided according to the block size and video resolution. If the value is lower than
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the threshold, then the encoding block represents a nearly constant region, and the bipar-
tition modes evaluation is skipped. When evaluated in random access configuration, it was
capable of reducing the BD-rate in 0.064% and also reducing the encoding time in 5.9%
considering the whole encoder and 23.8% considering only depth maps encoding time.

Zhang et al. [83] analyze the correlation between the parental PU and the children
PUs (i.e., smaller blocks inside the given PU) mode selection. It concluded that when the
parental PU best results was obtained using DC-only, then more than 94% of its child PUs
are also encoded with DC-only. Therefore, Zhang et al. [83] propose a block-level to skip
only the TQ flow in the smaller blocks evaluation if the current block parent is DC-only coded.
When this decision was integrated with their mode-level described in Subsection 3.1.1, it
was capable of reaching a depth maps encoding time reduction of 32.87% with a BD-rate
increase of 0.54%.

Conceição et al. [10] propose to avoid evaluating the remaining encoding modes
according to the RD-cost obtained by Skip and Intra-picture skip modes. The main idea is
using the RD-cost obtained in these modes as a decision to avoid the computation of the
remaining encoding modes. Since the proposed technique requires working with Skip and
Intra-picture skip modes together, then it will be better described in Section 3.2 because
Skip mode only works in random access configuration. Besides, the work does not mention
how intra encoding frames are evaluated.

3.1.3 Related Work in Quadtree-Level Decision Algorithms

There are works proposing a quadtree-level decision algorithm [7], [44], and [81].

Peng et al. [44] propose a quadtree-level decision that compute the block variance
of the current block. If the variance of the current block is higher than a threshold that is
defined according to the encoding QP, then it allows splitting the quadtree into smaller blocks.
Otherwise, the variance of the four subblocks inside the encoding block are computed. Then
the algorithm decides to stop the quadtree expansion when the highest variance in these
subblocks are lower than the current block variance. Otherwise, the quadtree expansion is
performed. Together with the mode decision explained in Subsection 3.1.1, Peng et al. [44]
was capable of reducing 37.6% in the encoding time with 0.8% of BD-rate increase.

H. Zhang et al. [81] propose a QP-based depth quadtree limit for splitting the
quadtree only when the encoding block contains relevant information for smaller blocks us-
age. Additionally, the authors use a classical corner detection algorithm [22] to detect if the
information is relevant for smaller block sizes. It achieved a reduction of 41% in the encoding
time with an increase of 0.44% in BD-rate.
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H. Chen et al. [7] proposed an early termination algorithm for intra CU splitting.
When a CU is split into four new CUs, they check if the first sub-CU selects Intra-picture
skip as the best encoding mode. Case it is encoded using intra-picture skip, the RD_cost
obtained in the parental CU is compared to four times the RD-cost obtained by Intra-picture
skip mode. In the case the RD-cost of the parental CU is smaller, then the parental CU is
used in the encoding process and no more evaluation is required. Otherwise, the remaining
sub-CUs are evaluated and the sum of all sub-CU costs is compared with the parental CU
cost. Again, in case the parental CU cost is smaller, then it is selected as the best partition.
It reduced 45.1% of depth map encoding time with a BD-rate increase of 0.09%.

3.1.4 Summary of Intra-Frame Prediction Related Work

Table 3.1 presents a summary of the related work where the focused tool are high-
lighted for mode-level, the skipped tools are highlighted for block-level and it is detached the
quadtree-level characteristic. Among the related work, we can see that there were several
distinct characteristics that were explored in depth maps coding. In mode-level decisions,
the highest focused tool was Intra_Wedge due to its high encoding effort associated with
it. In block-level decisions, skipping bipartition modes was the most focused encoding tool.
And only a few works focused on designing quadtree-level decisions for depth maps coding;
however the highest gains regarding depth maps timesaving where achieved in these works.

Table 3.1 – Summary of related work on reducing the intra-frame prediction computational
effort

Work
Mode-level focused tool Block-level skipped tool

Quadtree
decisionIntra_Wedge RDM/MPM TQ DC-only Bipartition

modes RMD/MPM TQ DC-only

H. Chen et al. [7] X
R. Conceição et al. [10] X X X X

C.-H. Fu et al. [18] X
Z. Gu et al. [19] X
Z. Gu et al.[20] X

K.-K Peng et al.[44] X X X X X
M. Saldanha et al. [52]* X
G. Sanchez et al. [66]* X
G. Sanchez et al. [67]* X
H.-B. Zhang et al. [81] X
H.-B. Zhang et al.[82] X X
H.-B. Zhang et al.[83] X X X X

*our previous works
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3.2 Related Work on Reducing the Computational Effort on the Inter-Frame/View
Prediction

We found far fewer works on depth map inter-frame/view prediction than depth map
intra-frame prediction because most of the encoding tools were inherited from texture, while
the intra-frame prediction inserted new encoding modes to be explored. Three classes of
works are found here: (i) mode-level, which focuses on fast ME/DE algorithms;(ii) block-
level, which avoids computing all available modes for a given block, and; (iii) quadtree-level,
which focuses on pruning the quadtree expansion.

Afonso et al. [2] designed an algorithm for accelerating the Disparity Estimation
(DE). Their algorithm explores the 3D-HEVC horizontal camera arrangement by performing
a fast horizontal-only DE search. This search is performed in three steps, where the first
step searches for the best block match horizontally using a high subsampling. Then, the
next steps perform a refinement in the previous step result by performing smaller subsam-
pling evaluations around the best block match obtained in the previous step. It achieved a
reduction between 32.7% and 61.8% in the SAD computation with an increase in BD-rate
between 0.3123% and 0.4803%.

As previously mentioned in Section 3.1.2, Conceição et al. [10] proposed a block-
level decision scheme that exploits the occurrence of Skip and Intra-picture skip for 3D-
HEVC depth map encoding. The idea explored in this work is that these are the most
used modes and when the RD-cost obtained encoding them are low, there is a high prob-
ability of them be selected as the final decision. Therefore, the RD-cost was used as a
decision for removing the remaining modes evaluation. They provided a reduction between
24.4% and 33.7% in depth maps encoding time with an increase of BD-rate between 0.067%
and 0.409%. Only this work was found proposing block-level decisions for random access
modes.

Two works focus on inter-view/frame encoding at quadtree-level [32] and [38].

Mora et al. [38] propose to use inter-component for accelerating the depth map
coding by limiting the quadtree expansion based on the CU partition information of the collo-
cated texture. Considering the texture and depth maps represent the same scene from the
same viewpoint at the same time, then the quadtrees of both are highly correlated. Thus,
when encoding P- and B-frames, depth map quadtree expansion is limited to the correlated
texture quadtree. This solution is integrated into the 3D-HTM reference software. When
enabled, this solution is capable of achieving 52% of reduction in encoding time with an
increase of 1.024% in BD-rate, when compared with disabling this technique.

Lei et al. [32] designed a fast mode decision algorithm for depth map coding based
on the grayscale similarities and the inter-view correlation. The mode decision is composed
of an early CU termination and an early PU mode decision for dependent views encoding.
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In the CU termination decision, a threshold is responsible for classifying the grayscale sim-
ilarities between the current encoding CU and the co-located block in the reference frame.
When there is a high similarity, the quadtree depth level of the current CU is constrained by
the level of the co-located quadtree in the reference frame. A grayscale similarity and an
inter-view correlation are applied in the PU mode decision. The PU mode decision finalizes
when the co-located CU in reference view selects merge or inter 2N × 2N as best mode.
This work reached an encoding time reduction of 41.5% with 2.06% increase in BD-rate.

Therefore, we can notice that there are a few works focused on inter-frame/view
predictions in the literature, where only one was focused on block-level decisions and two
focused on quadtree-level decisions. Moreover, we could not find any work in the literature
proposing to accelerate ME/DE in depth maps coding.

3.3 Related Work on Encoding Effort Control

Although the works described in Sections 3.1 and 3.2 can reduce the 3D-HEVC
encoding time meaningfully, there are applications where the Encoding Effort Control (EEC)
is necessary. For popularization of the 3D video systems, it is desired that many device types
could be capable of encoding/decoding 3D videos. Since different device types can have
specific computational capacities and power restrictions, an EEC system needs to operate
aware of the target device to ensure encoding efficiency. Moreover, considering many future
battery-based devices will have an embedded 3D-HEVC encoder, then an EEC system will
require dynamic adaptation of the encoding effort according to the available battery charge.

Some EEC solutions are found for the 2D version of HEVC. For instance, Corrêa
et al. [11] propose an EEC for 2D-HEVC based on the coding tree structures adjustment
according to a targeted effort. Besides, [14] and [71] proposed EEC techniques to adjust the
HEVC encoding effort limiting the CTU maximum depth. In [14] a region-of-interest model
is established to define different weights for regions according to their importance, whereas
in [71] the certain saliency threshold is used to decide whether the CU is split. However, at
this moment, there is no published work presenting methods to deal with EEC targeting any
tool of the 3D-HEVC standard.

3.4 Related Work on Hardware Design

Since 3D-HEVC is a relatively new standard, only a few works have proposed a
hardware design for its implementation. Moreover, considering that several encoding tools
are new, previous hardware design for older standards cannot encode using the new encod-
ing tools of 3D-HEVC.
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Amish et al. [3] and our previous work [63] designed architectures capable of
encoding both Intra_Wedge and Intra_Contour together. An Intra_Contour encoder archi-
tecture was designed in another of our previous work [70], and an Intra_Wedge encoder
architecture was designed in our previous work [57]. Afonso et al. [1] designed an encoder
architecture for the Intra-picture skip. However, no work in the literature was found proposing
architectures for decoding the 3D-HEVC new encoding tools. Therefore, there is a space for
designing efficient solutions aiming depth maps decoding in 3D-HEVC standard.

Besides, when designing a hardware architecture, the storage of all wedgelet pat-
terns implies an Intra_Wedge hardware implementation with a high area and power dissi-
pation. To overcome the storage requirement problem, some works proposed approaches
to reduce the memory used for wedgelet pattern storage. Our previous work [63] removed
the refinement step in the Intra_Wedge hardware design, reducing 30% of the memory re-
quirement with a BD-rate loss of 0.25%. The work [34] proposed a technique that reduces
27.8% of the memory size with 0.03% BD-rate loss. This result was obtained storing the
entire 16 × 16 wedgelet patterns and dynamically down-sampling these patterns for other
block sizes. All these techniques related to reducing wedgelets memory requirements can
be applied only to the encoder hardware since they cannot create all available wedgelets
required for decoding a 3D-HEVC compliant bitstream.

However, the patterns inside Intra_Wedge wedgelet list contains several redundan-
cies, and therefore, it has a high potential to be compressed at higher compression rate
using more sophisticated compression algorithms.
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4. CONTRIBUTIONS ON ENCODING TIME REDUCTION FOR
DEPTH MAP INTRA-FRAME PREDICTION

This chapter presents the thesis contributions related to encoding time reduction
for intra-frame prediction. Section 4.1 presents an in-depth analysis of encoding time and
mode distribution for depth map intra-frame prediction. These analyses were contributions
published in author works [60] and [69]. Section 4.2 presents algorithms designed for reduc-
ing the encoding time of depth map intra-frame prediction, and Section 4.3 shows results
and discussion about the encoding time reduction.

4.1 Performance Analysis

This section is divided as follows. Subsection 4.1.1 discusses the time allocation of
each encoding mode in some quantization scenarios. Section 4.1.2 presents the encoding
mode distribution of all block sizes and some QPs. All videos of this section have been eval-
uated under all-intra-frame scenario using 3D-HTM 16.0 using the configurations described
in Section 2.5, which already include by default the techniques proposed by the works [19]
for skipping bipartition modes evaluations and [20] for reducing the DC-only evaluation en-
coding time. Finally, all experiments described in this section were conducted in a server
containing two Xeon E5-2660 processors (10 cores and 20 threads) with 96 GB of main
memory.

4.1.1 Encoding Time Distribution

Table 4.1 presents the results of an experiment considering the percentage of the
encoding time distribution for each component per video and per QP-pair. Table 4.1 also
presents the average time for encoding one texture frame and its associated depth map.
The encoding time varies according to the video characteristics; however, in average the
encoding time decreases with the QP increase.

The time spent during texture coding ranges from 11.0% to 18.2%, which is much
lower than depth map encoding time. It occurs in all-intra-frame scenario because texture
coding only applies traditional HEVC intra-frame prediction following TQ flow, while depth
map coding still uses Intra_Wedge, Intra_Contour, Intra-picture skip, and DC-only evalua-
tions. On average, depth maps coding is 5.8 times more time-consuming than the texture
coding in the all-intra-frame scenario.
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Table 4.1 – Encoding time evaluation for texture and depth coding in the 3D-HEVC all-intra-
frame.

Videos
Encoding time

QP-pair = (25/34) QP-pair = (30/39) QP-pair = (35/42) QP-pair = (40/45)
Texture

(%)
Depth

(%)
Total
(s)

Texture
(%)

Depth
(%)

Total
(s)

Texture
(%)

Depth
(%)

Total
(s)

Texture
(%)

Depth
(%)

Total
(s)

Balloons 15.7 84.3 33.72 14.4 85.6 34.78 14.9 85.1 33.64 14.5 85.5 34.48
Kendo 15.9 84.1 31.62 15.2 84.8 32.90 15.4 84.6 32.52 13.4 86.6 32.77

Newspaper 13.2 86.8 45.62 11.0 89.0 45.53 11.7 88.3 42.66 11.8 88.2 42.21
GT_Fly 14.8 85.2 83.11 13.3 86.7 82.58 14.5 85.5 70.58 14.8 85.2 67.04

Poznan_Hall2 18.2 81.8 47.67 16.2 83.8 49.60 16.8 83.2 47.72 15.6 84.4 49.20
Poznan_Street 13.6 86.4 95.89 12.2 87.8 93.01 13.7 86.3 77.32 13.5 86.5 73.96
Undo_Dancer 18.0 82.0 78.98 16.7 83.3 73.53 16.0 84.0 68.47 14.8 85.2 67.37

Shark 16.1 83.9 87.93 14.7 85.3 88.99 15.2 84.8 80.80 14.5 85.5 80.22
Average 15.7 84.3 63.07 14.2 85.8 62.62 14.8 85.2 56.71 14.1 85.9 52.43

Two other encoding time evaluations complement this experiment: (i) one describ-
ing the percentage of encoding time used per block size regarding the QP-depth, and (ii)
another one describing the encoding time behavior inside a given block size. In both exper-
iments, all video sequences and frames were evaluated and the encoder parameters were
set according to our description in Section 2.5. Figure 4.1 illustrates the first evaluation. The
encoding time axis represents the percentage of time required for depth map encoding for a
given scenario.
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Figure 4.1 – Encoding time distribution according to the block size and QP-depth (source:
[69]).

The QP-depth variation produces a slightly different encoding time distribution be-
cause QP-based timesaving algorithms ([19] and [20]) are being applied. However, it is
expected the use of different block sizes varies according to the QP-depth, as discussed
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in Subsection 4.1.2 and it can bring several benefits when designing a timesaving solution.
Besides, it is vital to identify the time spent on the encoding tools. For instance, some modes
share encoding steps (e.g., the RMD and MPM selection in HEVC intra-frame prediction are
used for both TQ and DC-only flows); therefore, the next analysis focuses on the encoding
steps instead of the encoding tools. The following steps were considered for this encoding
time distribution evaluation: (i) RMD and MPM selection; (ii) Intra_Wedge wedgelet search;
(iii) Intra_Contour pattern generation; (iv) RD-list evaluation in TQ flow; (v) RD-list assess-
ment in DC-only flow; and (vi) Intra-picture skip evaluation. Steps (iv) to (vi) also consider
the time spent in entropy coding to generate the RD-cost. Figure 4.2 shows the encoding
time distribution among the intra-frame prediction steps for each block size, regarding the
QP-depth values of the corners, which complements the previous experiment.
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Figure 4.2 – Encoding time distribution according to the block size with (a) QP-depth=34 and
(b) QP-depth=45 (source: [69]).

Firstly, one can notice the 4 × 4 blocks do not present Intra-picture skip and DC-
only evaluations because these modes are applied only in block sizes ranging from 8× 8 to
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64×64. Besides, Intra_Wedge and Intra_Contour are not present in 64×64 blocks because
bipartition modes are only applied for block sizes ranging from 4× 4 to 32× 32.

Regarding 4 × 4 blocks, where Intra-picture skip and DC-only evaluations are not
available, the RD-list evaluation in TQ flow is the most time-demanding operation for both
evaluated QP-depths. Intra_Wedge presents the second highest percentage of encoding
time. The RMD and MPM selection and Intra_Contour pattern generation also use a signifi-
cant amount of time to be processed, when compared to the other block sizes.

The 8 × 8 block size shows a significant time distribution variation of the encoding
tools when QP-depth changes. For lower QP-depths, the Intra_Wedge wedgelet search rep-
resents the highest percentage of time among the encoding steps. This behavior changes
entirely for high QP-depths (where the RD-list evaluation in DC-only and TQ have the high-
est percentage of time demanded) because the bipartition modes were proposed to handle
with the high detail levels of depth maps, intending to preserve the borders, as previously
discussed. Since higher QP-depths reduce the image details, then, the effort spent in bipar-
tition modes is reduced by applying the heuristic proposed by [19].

The Intra_Wedge wedgelet search and the RD-list evaluation in DC-only present
the first and second position, respectively, in the percentage of time spent to encode 16×16
and 32 × 32 block sizes for the evaluated QP-depths. The Intra_Wedge evaluation spends
a higher percentage of time for higher block sizes. It occurs because the solution proposed
in [19], which is present by default in 3D-HTM, skips the bipartition modes evaluation for
low variance blocks. Since larger blocks tend to have higher variance, then fewer skips of
bipartition modes occur.

When 64 × 64 blocks are processed, and bipartition modes are not available, the
RD-list evaluation in DC-only is the most time-consuming operation, representing almost
50% of the total encoding time for both QP-depths. The DC-only execution time is most
relevant for bigger block sizes because DC-only was planned to be used in homogeneous
blocks or blocks that can be partitioned into two homogeneous areas. Thus, the heuristic
proposed by [20] tends to skip the DC-only evaluation for heterogeneous regions. The exe-
cution times of Intra_Contour and Intra-picture skip prediction modes are very low for almost
all block sizes. The Intra-picture skip encoding time is only higher than 10% for the 64× 64
encoding blocks.

Meaningful conclusions are also obtained regarding the time distribution of en-
coding steps versus the QP-depth values. For example, the percentage of time spent in
the Intra_Wedge calculation is inversely proportional to the QP-depth values used for all
block sizes, because the heuristic proposed in [19] reduces the bipartition modes evalua-
tions when high QP-depth values are used. Thus, lower QP-depths imply lower bipartition
mode skips. The opposite behavior occurs for the RD-list evaluation in DC-only, which is
higher for higher QP-depths for all block sizes. It happens because if the encoding block is
not homogeneous, the DC-only evaluation is skipped [20] and higher QP-depth values tend
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to generate more homogeneous areas, which are encoded efficiently by DC-only. The RD-
list evaluation in TQ also presents a similar behavior than the RD-list evaluation in DC-only
where the increase in QP-depth values raises the percentage of time spent in the RD-list
evaluation. Lastly, the Intra-picture skip evaluation, the RMD/MPM selection and the Intra_-
Contour pattern generation do not variate the encoding time expressively with the QP-depth
variation.

This subsection described the most time-consuming steps among depth map intra-
frame predictions. However, it is also important to investigate when the encoding step is
used for an encoding block. This analysis is presented next.

4.1.2 Block Sizes and Encoding Mode Distribution

Figure 4.3 shows the percentage of block size used to encode the depth maps
according to the QP-depths. The experiment considers average results for all videos inside
CTC when assessed under all-intra-frame configuration.
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Figure 4.3 – Block size distribution for some quantization scenarios (source: [69]).

The selection of block size depends on the QP-depth value; high QP-depth values
imply selecting bigger blocks (e.g., 32×32 and 64×64 block sizes are used more than 75%
of times for QP-depth=45), and the opposite is also true (e.g., 4 × 4 and 8 × 8 block sizes
are used more than 65% of times for QP-depth=34). Besides, the percentage of 16 × 16
blocks selection remains nearly constant, i.e., independently of the QP-depth. This happens
because low QP-depths tend to preserve the depth map details, generating heterogeneous
regions, which are encoded better with smaller block sizes. On the other hand, high QP-
depths tend to attenuate the depth map details, creating homogeneous regions, which are
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encoded better with bigger block sizes. Besides, it is essential to understand the encoder
decisions according to the available encoding flows. This analysis is presented next, con-
sidering five possibilities of encoding flows:

• Bp-TQ – a bipartition mode encodes the block using the TQ flow;

• Intra-TQ – the HEVC intra-frame prediction encodes the block using the TQ flow;

• Bp-DC – a bipartition mode encodes the block applying the DC-only flow;

• Intra-DC – the HEVC intra-frame prediction encodes the block applying the DC-only
flow, and;

• Intra-picture skip – any Intra-picture skip mode encodes the block.

Given the two corners of QP-depths in CTC, Figure 4.4 shows the mode distribution
selection for each block size has a low level of dependency with the QP-depth value.

Regarding 4×4 blocks, on average, Intra- and Bp-TQ flows were selected 68% and
32% of times, respectively. This is the unique block size where the Intra- or Bp-TQ flows are
used in a relevant number of times since Intra-picture skip and DC-only are not available.

Concerning blocks ranging from 8 × 8 to 32 × 32, all the five flows are evaluated.
In this range, independently of QP-depth, the Intra-picture skip encoding flow was selected
more than 50% of times. The DC-only evaluation through Bp-DC and Intra-DC are also
significant in this distribution since both encoded flows are selected 33% of times, on aver-
age. Intra-TQ and Bp-TQ are the less representative encoding flows. Intra-TQ is selected a
maximum of 11% of times (QP-depth=34 and block size of 32× 32) and a minimum of less
than 1% (QP-depth=45 and block size of 8× 8). Bp-TQ was selected less than 1% of times
for all scenarios. For these intermediate block sizes, the higher the QP, the higher the use
of Intra-picture skip and Bp-DC and the smaller the use of Intra-DC, Intra-TQ, and Bp-TQ.
Besides, for all block sizes, Bp-TQ tends to zero for the highest value of QP-depth evaluated.

Only Intra-picture skip, Intra-DC, and Intra-TQ modes are evaluated in the 64× 64
blocks. However, the experimental results show the Intra-TQ is almost not used. The Intra-
picture skip mode is selected more than 85% of times, followed by Intra-DC. It happens
mainly because larger blocks are chosen when encoding a region with low details, such as
the background or the body of objects composed of large areas of homogeneous values in
depth maps. In this case, Intra-TQ is almost irrelevant since Intra-picture skip and Intra-DC
can reduce the bitrate expressively without affecting the visual quality.

Figure 4.5 (a) to (d) exemplify the selection of the five encoding flows when en-
coding the first frame central view of two CTC videos (Balloons and Shark). The boxes of
the figures containing the colors (the same of Figure 4.4) of the used modes were plotted in
front of the original depth image using 50% of transparency. The frames encoded using the
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Figure 4.4 – Average mode distribution for each block size with (a) QP-depth=34 and (b)
QP-depth=45 (source: [69]).

lowest, and the highest QP-depth values show that higher values of QP-depth significantly
reduces the image details, generating smooth regions. This means the efficient encoding
of depth maps with high QP-depths requires bigger block sizes, as presented in Figure 4.5.
On the other hand, small block sizes are suitable to encode the depth map details using low
QP-depths.

Additionally, Figure 4.5 shows Bp-TQ, Bp-DC, and Intra-TQ are used mainly in the
borders of the objects, while Intra-picture skip and Intra-DC are selected in regions with
smooth areas such as bodies and backgrounds. Intra-DC can also achieve a high usage in
blocks that can be partitioned into two homogeneous regions. As the QP-depth increases,
the quantity of smooth area also increases, raising the usage of Intra-picture skip and Intra-
DC. It is crucial to identify the high use of Intra-picture skip encoding mode is concentrated in
the background and the bodies of the objects. Intra-picture skip is hardly used in the borders
of the objects since it does not encode residual information. However, Intra-picture skip is
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(a) Balloons – QP-depth=34 (b) Balloons – QP-depth=45 

  
(c) Shark – QP-depth=34 (d) Shark – QP-depth=45 

 

Bp-TQ Intra-TQ Bp-DC Intra-DC Intra-Picture Skip

Figure 4.5 – Examples of mode distribution of the first frame central view of the videos Bal-
loons (a) QP-depth=34, (b) QP-depth=45, and shark (c) QP-depth=34 and (d) QP-depth=45
(source: [69]).

efficient on the object borders, when a horizontal or vertical line segments the block. In these
cases, Intra-picture skip Mode 0 or Mode 1 are selected, as can be seen in Balloons video
sequence.

4.2 Designed Solutions

This Thesis proposed the design of four solutions aiming to reduce the encod-
ing time of the intra-frame prediction: (i) DMM-1 Fast Pattern Selection (DFPS) [62]; (ii)
Pattern-based Gradient Mode One Filter (P&GMOF) [55]; (iii) Enhanced Depth Rough Mode
Decision (ED-RMD) [54]; and (iv) quadtree limitation using decision trees [48].

The design of the DFPS and P&GMOF algorithms arises to speed up the Intra_-
Wedge tool since it is the most time-consuming operation. ED-RMD reduces the RD-list size;
consequently, reducing both TQ and DC-only flows encoding effort. The quadtree limitation
was designed using decision trees to skip unnecessary evaluations of small blocks inside
the quadtree.
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4.2.1 DMM-1 Fast Pattern Selector (DFPS)

Figure 4.6 shows the current encoding PU, and the upper and left PU neighbor. A
vector called PatternVector was designed, and it was initially filled with zeros, where at the
end of the Main Stage of Intra_Wedge, the selected pattern number (Patterncurr ) is inserted
into the corresponding vector position.

CurrentPU

UpperPU

LeftPU

Pattern1Pattern0 PatternnPatternn-1PatternkPatternk-1

Pattern Vector

Legend:

Update with the 
selected pattern in 
DMM-1 Main Stage

Figure 4.6 – An example of neighbor PUs and selected patterns in Intra_Wedge main stage
(source: [55]).

Let Patternup, Patternleft and, Patterncurr be the patterns selected by the upper, left
and current PU in the Main Stage of Intra_Wedge, respectively. Let Pcopy be the predictor
that searches for the pattern with the smallest distortion between Patternleft and Patternup to
the current PU. Let Pextend be the predictor that searches for the pattern with the smallest
distortion among extended wedgelet orientations of Patternleft and Patternup. The following
experiment associating each block size (i.e., 4 × 4, 8 × 8, 16 × 16 and 32 × 32) with a
different PatternVector was proposed to explain the relevance of the predictors Pcopy and
Pextend . These predictors are defined in equations 4.1 and 4.2.

Pcopy : Patterncurr = PMinDist(Patternup, Patternleft ) (4.1)

Pextend : Patterncurr = PMinDist(Extend(Patternup, Patternleft )) (4.2)

Where PMinDist searches for the Pattern with the smallest distortion, and Extend
returns all patterns with the extended orientation.

The main idea of this experiment is to correlate the decisions of previous evaluated
neighbor PUs with the current evaluation. When evaluating the K th PU in the row, the pattern
selected by the LeftPU is stored in the position Patternk−1, and the pattern selected by the
UpperPU is stored in the position Patternk in the PatternVector . Therefore, by accessing the



60

PatternVector , the CurrentPU can retrieve the necessary information for the prediction based
on Pcopy and Pextend . At the end of the encoding, the CurrentPU writes this information in
Patternk , since the pattern selected by the UpperPU is no longer necessary for the prediction
of any other block. Then, when evaluating the next PU (K+1 in the row), the necessary
information for its prediction are available in the PatternVector in the positions Patternk and
Patternk+1.

Every video sequence in the CTC was evaluated analyzing the success rate of
each part of each predictor according to the block size. Equation 4.3 describes the success
rate, which is the number of cases the proposed predictors had success (i.e., when the
predictor obtained the same result of the original encoding flow) divided by the total number
of evaluations. In this experiment, the Pextend predictor was only evaluated when Pcopy fails.

Success rate =
Number of cases the predictor had success

Total number of evaluations
(%) (4.3)

Figure 4.7 display these statistical results, according to the block size. The total
success rate is the union of all predictors success rate (i.e., considerers that any of the
predictors had success), which is a relevant information when combining these predictors
in a single solution. Analyzing these results, one can note the smaller PUs obtain higher
success in Pcopy , while larger PUs get better results in Pextend . Moreover, the combination of
both predictors allows obtaining high success rate independent of the encoding block size.
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Figure 4.7 – Success rate for Pcopy and Pextend for (a) 4×4 and (b) 32×32 blocks. (c) Average
total success rate for all available block sizes (source: [55]).
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Along with this analysis, Figure 4.8 presents the probability density function of hav-
ing success in Pcopy according to the obtained distortion divided by the block size. The
distortion divided by the block size was used as a criterion since larger block sizes tend
to have larger distortion values. This function, which follows a Gaussian distribution, was
achieved by executing the GT_Fly video sequence under all-intra-frame mode. This video
was randomly selected to perform this analysis.
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Figure 4.8 – Probability density function of Pcopy have success according to the distortion
divided by the block size in GT_FLY under all-intra-frame mode (source: [62]).

The results show a high probability of these predictors in having success for small
values of distortion, having almost no chance to had success for values of distortion di-
vided by the block size larger than 15 since larger distortion values mean a different pattern
encodes the PU.

A similar analysis was done for Pextend resulting in similar conclusions. Thus, the
values of distortion divided by the block size, obtained by the predictors, are directly re-
lated with the predictor success or fail. Therefore, they can be used to perform an early
Intra_Wedge termination decision according to a threshold criterion. Moreover, these exper-
iments enable to conclude there is a high probability of these predictors having success by
performing at most two wedgelet evaluations in Pcopy , or performing more than two wedgelet
evaluations in Pextend , but lower than the traditional encoding flow, for all available block sizes.

Figure 4.9 shows the dataflow model of DFPS inside the Intra_Wedge encoding al-
gorithm. Looking for a lightweight solution, capable of skipping many wedgelet evaluations,
DFPS starts finding the minimum distortion in Pcopy performing at most two pattern evalua-
tions. If the distortion divided by the block size is lower than the THreshold 1 (TH1), defined
by the offline analysis described later, then the Intra_Wedge main process is finalized, and
the refinement is performed followed by the residue computation.

Further evaluations are required to obtain a reliable prediction on Intra_Wedge
Main Stage when TH1 criterion is not met. Therefore, instead of evaluating the entire Intra_-
Wedge initial set, a medium-weight solution is designed, where Pextend is assessed extending



62

Refinement 
process

Residues 
computation

Depth block

Selected 
wedgelet and 

residues

Main stage 
Process

DFPS

Compute Pcopy

MinDist/Bsize
< TH1

Offline 
treshold 

generation 
and 

statistical 
analysis

YesYes

NoNo

MinDist/Bsize
< TH2

Compute Pextend

Figure 4.9 – DFPS dataflow model (source: [62]).

left and upper PUs wedgelet orientation. Once more, the minimum distortion divided by the
block size is compared to THreshold 2 (TH2). If it is smaller than the threshold, then the Main
Stage is finalized, and the Refinement Stage is performed. Otherwise, further evaluations
are required, and the remaining wedgelets are evaluated without any simplification.

In the worst case (i.e., no simplification is performed) the RD-costs calculated by
DFPS is the same than the traditional approach. Notice this solution always stores in a
vector the information of the pattern selected in the Main Stage. Consequently, even if other
modes has been selected in the complete RD-cost evaluation, this information can be used
to accelerate the encoding of neighbor PUs.

The threshold values affect the encoding timesaving significantly. Thus, we made
an extensive experimental analysis of 16 scenarios to explain the impact of threshold varia-
tion using the GT_Fly video sequence again. In each scenario, 10 frames of GT_Fly were
encoded and compared to the original 3D-HTM results. The average and standard devia-
tion of the distortion divided by the block size has been saved in the previous evaluation of
GT_Fly video sequence, and they were used to determine the new evaluation scenarios.

The new evaluation scenarios suppose equation 4.4 for each threshold (repre-
sented by THn), where k is selected empirically ranging from 0 to 3, and un and stdn repre-
sent the average and standard deviation value for the THn computation, respectively. The
threshold definition and k values were selected for ensuring the predictors have success in
50% (k = 0), 84% (k = 1), 97.5% (k = 2) and, 99.85% (k = 3) of cases. Table 4.2 presents
all evaluated thresholds, with u1 = 1, u2 = 2, std1 = 5, and std2 = 25.

THn = un + k × stdn (4.4)
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Table 4.2 – Thresholds for the new scenarios.

Case TH1 TH2 Case TH1 TH2

Case-1 1 2 Case-9 1 52
Case-2 6 2 Case-10 6 52
Case-3 11 2 Case-11 11 52
Case-4 16 2 Case-12 16 52
Case-5 1 27 Case-13 1 77
Case-6 6 27 Case-14 6 77
Case-7 11 27 Case-15 11 77
Case-8 16 27 Case-16 16 77

Figure 4.10 displays the percentage of wedgelet evaluations skipped according to
the BD-rate criterion. DFPS allows some operation points capable of providing better coding
efficiency or higher pattern skips. Case-2 was selected empirically (that is highlighted in
Figure 4.10) as the best operation point to be further evaluated. However, other operation
points could lead to higher encoding timesaving and higher impact in video quality.
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Figure 4.10 – Percentage of skips on Intra_Wedge patterns evaluation according to the BD-
rate impact (source: [62]).

4.2.2 Pattern-Based Gradient Mode One Filter (P&GMOF)

Figure 4.11 exemplifies an 8 × 8 depth block with the selected wedgelet and the
gradient values of the block borders when the Intra_Wedge original algorithm is applied.

The gradient vectors of the upper (Grad_Upper ) and bottom (Grad_Bottom) rows,
and left (Grad_Left) and right (Grad_Right) columns are obtained by applying the equations
4.5, 4.6, 4.7, and 4.8, respectively; where P(x , y ) represents the luminance sample pixel in
the position (x , y ) of the block. The x value in these equations ranges from 1 to size − 1,
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Figure 4.11 – Example of a wedgelet selection and an analysis of its border gradient (source:
[55]).

where size represents the width of the block. Notice in the example in Figure 4.11 the best
encoding wedgelet is found near the positions with the highest gradient. Consequently, one
can conclude, the borders positions with high gradient values tend to be good candidates for
Intra_Wedge wedgelet decision process.

GradUpper (x) = |P(1, x)− P(1, x + 1)| (4.5)

GradLeft (x) = |P(x , 1)− P(x + 1, 1)| (4.6)

GradBottom(x) = |P(size, x)− P(size, x + 1)| (4.7)

GradRight (x) = |P(x , size)− P(x + 1, size)| (4.8)

Since the Intra_Wedge algorithm is one of the most time-consuming operations in
depth map intra-frame prediction, our work [66] has proposed the Gradient-Based Mode One
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Filter (GMOF) algorithm to reduce the number of evaluated wedgelets considerably in Intra_-
Wedge, and some variations of this algorithm are presented in [52]. All these algorithms
reduce the number of wedgelets by searching for wedgelets whose straight line starts in
a position with a significant change of the gradient value. The solutions proposed by [66]
are line-based because it considers the position of the stored straight line, while the original
execution of Intra_Wedge is performed using the stored binary pattern.

The original line-based Gradient-based Mode One Filter (GMOF) algorithm creates
a gradient list with N positions ordered by the highest gradients of the borders. The positions
in this list point to the position change obtained that gradient, as presented at the bottom of
Figure 4.11. The algorithm evaluates only wedgelets whose straight line is located in those
positions. By applying intense experimentation, the best N selected in [66] was 8.

The other GMOF variations are based on the original GMOF algorithm. The Strong
GMOF (S-GMOF) algorithm selects the two highest gradients from two distinct borders.
The Single Degree of Freedom GMOF (SDF-GMOF) selects the highest gradient among
all possible positions and set a wedgelet line start in it. The ending of the wedgelet is
selected searching in the wedgelet list for the nearest end position compared to the second
gradient position. The Double Degree of Freedom GMOF (DDF-GMOF) searches the entire
wedgelet list for the wedgelet that has the lowest distance compared to the two highest
gradients positions. The S-GMOF, SDF-GMOF and DDF-GMOF algorithms can reduce the
wedgelet list to a single wedgelet evaluation. After this initial assessment, the original Intra_-
Wedge refinement is applied in all these algorithms. However, often when using these line-
based algorithms (including the original GMOF), it is impossible to reach the best wedgelet
approximation. Figure 4.12 exemplifies the encoding a 4×4 depth block with the best pattern
selected by the original Intra_Wedge algorithm. This example shows the best wedgelet
pattern is obtained starting the wedgelet in an intermediary pixel and there is a gradient
value only in a half pixel of distance from there. It occurs because wedgelet evaluations are
pattern-based and not line-based as previous work explored.

Best Pattern

region 0

region 1

Legend:
wedgelet

highest
gradients

Example of Evaluated Patterns by Line-Based GMOF

Figure 4.12 – Best pattern and the evaluated patterns using Pattern-Based GMOF of a 4×4
encoding depth block (source: [55]).

Considering the Intra_Wedge evaluation does not use the wedgelet line position,
but uses only the binary pattern, a new P&GMOF algorithm is proposed. Figure 4.13 depicts
the dataflow model of the P&GMOF.
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Figure 4.13 – P&GMOF dataflow model (source: [55]).

The gradient list constructed by the original line-based GMOF is maintained in this
algorithm by applying the equations 4.5 to 4.8. After constructing this list, the pattern of
each wedgelet in the initial wedgelet pattern set is analyzed with the positions in the gradi-
ent list. If there is a division in the pattern in any of those positions (i.e., it changes from one
region to another in that position), the wedgelet is evaluated by its RD-cost. Otherwise, the
next wedgelet is applied to the same process. Furthermore, when the entire initial wedgelet
set is analyzed, the original refinement is applied, and the wedgelet that obtained the low-
est RD-cost is selected as the best-encoded wedgelet, sending its residues and encoding
information to the next encoder modules.

The same example presented in Figure 4.12 for line-based GMOF is also presented
for P&GMOF in Figure 4.14. In this case, the pattern-based version can achieve the same
wedgelet that would be selected by the original Intra_Wedge algorithm.

Figure 4.14 – Best pattern and the evaluated patterns using Pattern-Based GMOF of a 4×4
encoding depth block (source: [55]).
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4.2.3 Enhanced Depth Rough Mode Decision (ED-RMD)

All videos inside CTC were encoded using the corners QP-depth in the all-intra-
frame scenario. The best directional mode selected after computing its RD-cost during each
block computation was stored and compared to its position in the RD-list for depth maps
coding. The modes inside RD-list have the possibility of being inserted by the RMD or the
MPM algorithms. When inserted by RMD, they are previously ordered by their SATD, as
previous described in Section 2.2.1. Here, the position of these in the RD-list is called RMD
rank.

Figure 4.15(a) and (b) present the statistical usages of each rank in the RMD se-
lection and two MPM usage for QP-depth equal to 34 and 45, respectively. In 4 × 4 and
8× 8 blocks, the legend Others groups the modes ranked in the positions 3 to 8. In 16× 16
to 64 × 64 blocks, Others represents only the mode ranked in position 3, since these block
sizes allows inserting only 3 modes and the MPMs inside RD-list.
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Figure 4.15 – Statistical analysis of RMD and MPMs selection (source: [54]).

Notice the 1st RMD possesses the most representative selection signifying more
than 50% in all encoding cases. Moreover, when increasing the encoding QP-depth, the
selection of the 1st RMD mode is still higher. Furthermore, there are still positions in RD-list
that contains a significant selection, i.e., the 2nd RMD mode and the 1st MPM.

The statistical analyses demonstrate the depth map coding does not require the
complete RD evaluation for all modes inside RD-list. It happens because the RMD and
MPM pre-analysis were designed considering texture coding that contains a more complex
behavior. Besides, due to many new modes inserted into depth map intra-frame prediction,
the removal of some HEVC intra-frame prediction modes in RD evaluation direct to signifi-
cant encoding timesaving results without considerable impact on the encoding efficiency.

Since many encoding modes selected by the RMD and MPM algorithms have al-
most no impact in the encoding selection, we performed 48 experiments varying the number
of modes selected by RMD and MPM to identify the encoding efficiency and timesaving of
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the proposed ED-RMD heuristic. These experiments encoded ten frames of Balloons and
Undo_Dancer sequences under the all-intra configuration. In these experiments, we vary
the number of modes evaluated in RD-list, between one and eight for 4×4 and 8×8 blocks,
while vary between one and three the number of modes evaluated in 16 × 16 to 64 × 64
blocks. Besides, we analyses the use of one and two MPMs.

Table 4.3 and Table 4.4 describe the results of the experiments using one and two
MPMs, respectively. The Encoding time column represents the percentage of encoding time
compared with the original 3D-HTM execution, considering both texture and depth encoding
time. Notice that removing one intra-frame mode from larger block sizes implies in higher
computational effort reduction than removing one mode from smaller block sizes. Moreover,
removing one evaluation of MPM implies in a small computational reduction and a negligible
impact on BD-rate. Consequently, in real-time systems, reducing the MPM evaluation to a
single mode results in a sound tradeoff.

Table 4.3 – ED-RMD evaluation using one MPM (source: [55]).

Modes selected
for 4 × 4 and
8 × 8

Modes selected for 16 × 16 to 64 × 64
1 2 3

BD-rate Encoding time BD-rate Encoding time BD-rate Encoding time

8 0.164% 90.2% 0.072% 95.5% 0.043% 99.3%
7 0.146% 87.8% 0.120% 92.7% 0.052% 97.0%
6 0.219% 85.1% 0.159% 90.4% 0.097% 94.5%
5 0.223% 82.6% 0.143% 87.7% 0.109% 91.9%
4 0.290% 80.2% 0.206% 85.3% 0.175% 89.5%
3 0.380% 77.6% 0.263% 82.7% 0.239% 87.0%
2 0.440% 74.9% 0.407% 80.1% 0.326% 84.2%
1 0.577% 71.4% 0.455% 76.4% 0.451% 80.5%

Table 4.4 – ED-RMD evaluation using two MPM (source: [55]).

Modes selected
for 4 × 4 and
8 × 8

Modes selected for 16 × 16 to 64 × 64
1 2 3

BD-rate Encoding time BD-rate Encoding time BD-rate Encoding time

8 0.108% 90.7% 0.050% 95.8% 0.000% 100.0%
7 0.103% 88.3% 0.053% 93.5% -0.002% 97.7%
6 0.149% 85.9% 0.136% 91.0% 0.020% 95.3%
5 0.176% 83.3% 0.128% 88.4% 0.068% 92.6%
4 0.248% 80.8% 0.194% 86.1% 0.120% 90.2%
3 0.365% 78.4% 0.274% 83.5% 0.235% 87.7%
2 0.432% 75.5% 0.347% 80.7% 0.280% 85.0%
1 0.558% 71.7% 0.478% 77.1% 0.397% 81.3%

These experiments show different computational effort reduction could be achieved
according to the system configuration. Notice there is no optimum configuration for the pro-
posed algorithm, and the system can be configured according to its application constraints
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such as maximum BD-rate, encoding time, and maximum power dissipation. If a higher
encoding efficiency is desired, then more modes can be inserted into the RD-list; however,
when requirements of reducing the encoding time or power dissipation are critical, fewer
modes can be inserted in the RD-list with small impact on the encoding efficiency.

The ED-RMD heuristic was defined using the four best-ranked modes in RMD and
one in MPM for 4 × 4 and 8 × 8 blocks, and only the best-ranked mode in RMD and one
in MPM for 16 × 16 to 64 × 64 blocks, considering the analysis explained before. Other
operation points could also be explored, but this configuration presented the best tradeoff
between computational effort reduction and coding efficiency degradation. The selected
configuration saved almost 20% of the time, with a BD-rate increase under 0.3%, which
is a considerable computational effort reduction and a negligible impact on the encoding
efficiency.

4.2.4 Applying Machine Learning for Quadtree Limitation

Many encoder attributes were evaluated to define the ones most relevant to build
the static CU trees for depth map encoding. A significant amount of data from the depth
video sequences and internal encoding variables were collected to find features that could
identify the splitting decisions. The attributes listed into Table 4.5 were evaluated and stored
for each CU size during the 3D-HTM encoder execution.

These attributes verify depth map regions that tend to be harder to encode and,
consequently, tend to cause a splitting decision. Figure 4.16 presents the density probability
of the 64 × 64 CUs do not be split into smaller CUs for some collected attributes. Figure
4.16(a) and (b) show MaxDiff and VAR_64 have lower values for those CUs that are not
split into smaller CUs. The distribution of RD-cost is shown in Figure 4.16(c) and reveals
a correlation with the splitting decision. Figure 4.16(d) shows the distribution of VAR_16,
which provides essential information for sub-blocks inside a 64 × 64 CU since high values
of VAR_16 can indicate the presence of edges in the current CU and its information can be
hidden in generated information for larger blocks. In the case of sub-blocks with low-variance
values, the current encoding CU tends not to be split into smaller CUs.

The attribute evaluation allows concluding only QP-depth, RD-cost, VAR, VAR_-
size, Average, and MaxDiff are relevant to build the static CU decision trees. Then, only
these attributes were used in the data mining training process. Since 3D-HEVC depth map
intra-prediction allows square CU sizes from 8 × 8 up to 64 × 64, we designed three static
decision trees defining when CUs of sizes 16 × 16, 32 × 32 and 64 × 64 should be or not
split into smaller CUs.

We encoded the Kendo video sequence in all-intra configuration, considering all
CTC QP values, for the data mining process. The CTU size has been limited to 16 × 16,
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Table 4.5 – Parameters evaluated in I-frames and their description.

Parameter Description

QP-depth The current QP-depth value, which defines the compression rate and has much impact on
the CU split decision.

RD-cost The RD-cost obtained when encoding the current CU size, which was used to evaluate
better the relations among the different encoder decisions and the encoding efficiency.

VAR The variance of the original samples inside the current CU, which indicates the block
homogeneity, and then, if the block should or not be split.

VAR_size

The maximum variance of smaller blocks inside of the current CU, which represents the
maximum variance of the samples inside a block. For a 64× 64 CU, there are four
instances of this attribute, one for each possible block partition (4× 4, 8× 8, 16× 16 and
32× 32). This information indicates the homogeneity or presence of edges into smaller
blocks.

Average

The average value of the current CU, which is the average of all samples inside each CU.
This information indicates if the encoding CU is near or far from the camera. Additional
details of near objects should be maintained and, in this case, it is interesting to evaluate
lower CUs sizes.

MaxDiff The single maximum difference between samples of the current CU, which is useful in the
CU split decisions since this information indicates sudden variations in samples values.

Corners_grad The maximum absolute difference of the four corners in the current CU. This information
indicates the presence of edges in the current CU.

Max_Grad
Maximum gradient is the maximum absolute difference of the four corners of smaller
blocks inside of the current CU. As VAR_size, there are four instances of this attribute for
64× 64 CU, and they indicate when a CU should be split or not.

32 × 32 and 64 × 64 pixels for each evaluation. We stored for each encoded CU: (i) all
information presented earlier, and (ii) the information indicating if the CU has been split
or not. The Kendo video sequence was selected from the CTC dataset randomly, and it
was used to extract the data necessary to the offline training process. Although only one
sequence was used in this training, similar results were obtained repeating the same process
with more video sequences or using a different video sequence.

We employed the Waikato Environment for Knowledge Analysis (WEKA) [21], ver-
sion 3.8, to train each decision tree with the J48 algorithm, which is an open-source imple-
mentation of the C4.5 algorithm [45] available on WEKA. Seeking for a better data balancing,
the input files were organized in two data sets with equal sizes having inputs that result in
splitting and not the CUs. Besides, to avoid the overfitting problem on the train data set, the
Reduced Error Pruning (REP) [5] was performed in each tree, reducing the depth of decision
trees and allowing a better generalization.

Figure 4.17 illustrates the static decision tree generated for 64 × 64 CUs, where
the leaves “N” and “S” correspond to the not split and split decisions, respectively. The
decision trees for 32× 32 and 16× 16 CUs are composed of five and eight decision levels,
respectively. The attributes in each decision tree were selected through the information gain,
which is used by the training algorithm of the WEKA decision trees [21].

Table 4.6 presents the complete list of attributes and the corresponding usage in
the three proposed decision trees. These attributes were selected in the decision trees
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Figure 4.16 – Probability density of the analyzed attributes does not divide the current 64×64
CUs (source: [48]).

construction that uses the Information Gain (IG) during the tree definition. The IG of each
attribute refers to the difference between the order of entropy for the entire data set and
the entropy of the partitioned subset for the attribute being evaluated. The IG of each used
attributed is also presented in Table 4.6.

Table 4.6 – Attributes used in decision trees for I-frames.

Attributes 64 × 64 32 × 32 16 × 16
Used IG Used IG Used IG

QP-depth × 0.089 × 0.123 × 0.039
RD-cost × 0.312 × 0.203 × 0.293

Var × 0.395 × 0.17 × 0.027
Var_16 × 0.397 - -
Var_8 - × 0.171 × 0.025
Var_4 - - × 0.025

MaxDiff - - × 0.026

Average - × 0.11 × 0.061
Accuracy 92.68% 83.59% 84.54%

The proposed solution does not add new computational effort to the 3D-HEVC
encoder since the training is an offline operation, which is performed only once to define the
static trees, and the attributes are easily obtained. Table 4.6 presents the accuracies of the
constructed decision trees, which are 84.54%, 83.59% and 92.68% for 16×16, 32×32, and
64× 64 CUs, respectively.
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Figure 4.17 – Decision tree for splitting decision in 64× 64 CUs (source: [48]).

4.3 Experimental Results

Table 4.7 illustrates the results of all-intra-frame evaluation for DFPS Case-2 and
P&GMOF, and Table 4.8 presents the results for ED-RMD and quadtree limitation using
machine learning algorithms. Both results considers the CTC described in Section 2.5. One
can notice there is some significant performance difference in different videos execution,
which is explained by the fact that each video posses different characteristics as highlighted
in Section 2.5.

In average, the DFPS solution reduces 11.7% the encoder time considering tex-
ture and depth coding execution time when the all-intra-frame mode is considered, with a
drawback of 0.0467% in BD-rate. The P&GMOF was evaluated using N = 8 since this value
was already studied in a previous work [66]. This algorithm saves 6.5% of the encoding time
considering texture and depth coding execution time with a BD-rate increase of 0.0119%.
Notice the DFPS and P&GMOF algorithms, which are focused on Intra_Wedge, can be ap-
plied together. In this case, instead of evaluating the remaining patterns when the Pextend

predictor fails, it is possible to evaluate only the positions indicated by the Pattern-based
GMOF. Figure 4.18 shows the percentage of wedgelets skipped for P&GMOF and DFPS,
according to the evaluated video sequence. On average, P&GMOF reduces the wedgelet
evaluation by 58%, while DFPS reduces the wedgelet evaluation by 71%. In the DFPS, the
highest gains are obtained in higher resolution videos because the first predictor succeeds
more often in this kind of videos. Although P&GMOF and DFPS obtain a similar average
reduction in wedgelet evaluations for lower resolution videos, the DFPS superior timesaving
reduction is explained because it minimizes the effort spent in smaller block sizes more than
the traditional GMOF.

ED-RMD was configured with the highest encoding timesaving obtained in the anal-
ysis with a BD-rate under 0.3% (in Subsection 4.2.3). The selected condition uses the four
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Figure 4.18 – P&GMOF and DFPS solutions for reducing the wedgelet evaluation (source:
[55]).

Table 4.7 – DFPS and Pattern-based GMOF evaluation in the all-intra-frame scenario.

Resolution Videos DFPS Case-2 P&GMOF
Synthesis

only BD-rate Timesaving Synthesis
only BD-rate Timesaving

1024 × 768
Balloons 0.0152% 8.1% 0.0158% 6.8%

Kendo 0.0189% 6.5% 0.0141% 5.1%
Newspaper_cc 0.0733% 10.8% 0.0344% 6.6%

Average 0.0358% 8.5% 0.0214% 6.2%

1920 × 1088

GT_Fly 0.0045% 15.3% 0.0049% 8.3%
Poznan_Hall2 0.1847% 13.3% -0.0018% 6.1%
Poznan_Street 0.0380% 14.6% 0.0051% 7.2%
Undo_Dancer 0.0298% 13.7% 0.0107% 5.7%

Shark 0.0152% 11.0% 0.0049% 8.3%
Average 0.0533% 13.6% 0.0047% 6.8%

Average 0.0467% 11.7% 0.0119% 6.5%

best-ranked modes in the RMD selection and one in the MPM for 4×4 and 8×8 blocks. For
16 × 16 to 64 × 64 blocks, the proposed algorithm uses only the best-ranked mode in the
RMD selection and the first MPM since this configuration reduces almost 20% the encoding
time in the experiments described in Subsection 4.2.3. The previous evaluation of ED-RMD
was applied only to ten frames of two videos. Then, this case study evaluated all videos
and frames in CTC all-intra-frame test case. On average, it reduced 20.6% of the encoder
execution time considering texture and depth execution time with a drawback of 0.1671% in
the BD-rate of synthesized views.

The quadtree limitation with machine learning reduces 52.4% of the encoding time
considering texture and depth execution time, on average with 0.1770% of BD-rate increase.
When considering only depth maps execution time this solution is capable of achieving 59%
of execution time reduction. Figure 4.19 illustrates the percentage of CUs that were not
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Table 4.8 – ED-RMD and quadtree limitation using machine learning in the all-intra-frame
scenario.

Resolution Videos
ED-RMD Quadtree limitation

using machine learning
Synthesis

only BD-rate Timesaving Synthesis
only BD-rate Timesaving

1024 × 768
Balloons 0.2662% 19.9% 0.1425% 45.7%

Kendo 0.2844% 19.4% 0.1909% 49.8%
Newspaper_cc 0.3064% 20.3% 0.1062% 37.3%

Average 0.2857% 19.9% 0.1465% 44.3%

1920 × 1088

GT_Fly 0.0965% 21.0% 0.0561% 58.8%
Poznan_Hall2 0.2046% 22.0% 0.6242% 63.4%
Poznan_Street 0.1484% 22.7% 0.1204% 55.8%
Undo_Dancer 0.0974% 19.0% 0.1406% 56.5%

Shark 0.0829% 20.3% 0.0352% 51.9%
Average 0.1367% 21.0% 0.2353% 57.3%

Average 0.1671% 20.6% 0.1770% 52.4%

split according to the CU size and QP-depth value. Higher QPs achieve higher not splitting
percentages. For instance, regarding 64× 64 CUs and QP=45, the percentage of CUs that
were not split is 85%, on average; it happens because this QP causes higher compression
rates and tends to encode the CTUs with larger CU sizes. This solution obtained the highest
reduction in the encoding time among the designed ones because it works in a high-level,
pruning some levels of quadtree evaluations. However, all proposed solutions can be applied
in different scenarios. For example, DFPS and P&GMOF can be applied in the design of an
Intra_Wedge architecture focusing on reducing the hardware usage, required frequency, and
power dissipation.

Table 4.9 compares the proposed algorithms with related works mentioned in Sec-
tion 3. Some solutions present results for Random access evaluation only, and some other
only count depth map coding (without considering the whole encoder time).

The work [10] does not provide results for the intra-frame prediction algorithm indi-
vidually; thus, it will be compared in Chapter 6 that explores inter-frame prediction timesaving
algorithms.

The proposed solutions present a small impact in the encoding performance, where
solutions such as DFPS and P&GMOF that require less than 0.05% of BD-rate increase can
be considered negligible in this aspect while providing a significant encoding timesaving.
Comparing these solutions to other works that focus only on Intra_Wedge, such as [18],
[52], and [66], one can notice the timesaving results provided by our solutions achieve a
worthy tradeoff reducing Intra-Wedge encoding effort.

ED-RMD and the quadtree limitation also provides competitive results regarding
BD-rate, where an increase of less than 0.18% is required with a significant encoding time-
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Figure 4.19 – Percentage of non-splitting CUs according to the block size and QP-depth for
AI configuration (source: [49]).

Table 4.9 – Comparisons of intra-frame prediction timesaving algorithms.

Work 3D-HTM
version

Decision level Synthesis only BD-rate Encoding timesaving

DFPS

16.0

Mode 0.047% 11.7%
P&GMOF Mode 0.012% 6.5%
ED-RMD Mode 0.167% 20.6%

Quadtree limitation
using machine learning Quadtree 0.177% 52.4%

H. Chen et al. [7] 16.1 Quadtree 0.09% 45.1%
R. Conceição et al. [10]* 16.0 – RA Block 0.062% - 0.409% 9.6% - 13.8%

C.-H. Fu et al. [18] 8.1 Mode 0.49% 55% (Intra_Wedge only)
Z. Gu et al. [19] - Block Default Default
Z. Gu et al. [20] - Mode Default Default

K.-K. Peng et al. [44] 13.0 Mode, Block and Quadtree 0.8% 37.6%
M. Saldanha et al. [52] 10.2 – RA Mode 0.33% - 1.47% 4.9% - 8.2% (depth only)
G. Sanchez et al. [66] 7.0 – RA Mode -0.047% 9.8% (depth only)
G. Sanchez et al. [67] 7.0 Block -0.064% 5.9%
H.-B. Zhang et al. [81] 13.0 Quadtree 0.44% 41%
H.-B. Zhang et al. [82] 8.1 Mode 1.03% 27.9% (depth only)
H.-B. Zhang et al. [83] 13.0 Mode and block 0.54% 32.9% (depth only)

Note: *this result considered the intra- and inter-frame technique explored in that work.

saving, mainly in the quadtree limitation solution. Typically, solutions that provide higher
encoding time-savings, such as ED-RMD and the quadtree limitation, require a significant
BD-rate increase, such as [44], [81], [82], and [83].

Analyzing the quadtree limitation individually with other solutions that proposed to
limit the quadtree, such as [44] and [81], our solution requires a smaller BD-rate increase
and provides a superior timesaving result. Compared to [7], our quadtree solution obtained
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a higher BD-rate increase; however, we were capable of reducing significantly more the
encoding timesaving, since their results considered only depth map encoding time.
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5. CONTRIBUTIONS ON BIPARTITION MODE ALGORITHMS

Considering the bipartition modes are new encoding tools for exploring depth map
encoding characteristics, this chapter presents some specific contributions to these tools
including (i) Encoding effort control for both bipartition modes as presented in Section 5.1
[65]; (ii) Parallelism exploration for Intra_Wedge presented in Section 5.2 [58][59]; (iii) A
study of compression in the Wedgelets patterns presented in Section 5.3 [53][64]; and (iv) A
decoder hardware design for both bipartition modes presented in Section 5.4 [56][61].

5.1 Encoding Effort Control for Bipartition Modes

We selected the Simplified Edge Detector (SED) algorithm proposed in [67] as the
base for designing the encoding effort control because SED, whose flowchart is presented
in Figure 5.1, contains some characteristics that can be explored in this scenario such as
the selection of skipping the entire evaluation of bipartition modes and decision based on a
threshold. However, different block-level decision algorithms can be used following a similar
approach.

SED

Depth block

HEVC Intra Prediction

RD-list

Intra_Wedge Intra_Contour

Compute Dmax

Dmax > TH
Threshold 

Setup 
Algorithm

Figure 5.1 – Flowchart of the SED algorithm (source: [65]).

In our previous work [67], we demonstrated the highest difference of the four cor-
ner samples of a block, called Dmax , contains significant information to classify this block as
homogeneous or edge. Figure 5.2 depicts a slice from Undo_Dancer depth map with four
edge blocks and four homogeneous blocks detached. The Dmax values of those detached
blocks are provided below. One can notice the edge blocks contain Dmax with high values,
while homogeneous regions contain low Dmax values. Motivated by this analysis, the SED
algorithm compares Dmax with a fixed threshold to perform this classification. When Dmax is
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higher than the threshold, the encoding block is classified as an edge block, and bipartition
modes evaluation is necessary. Otherwise, the encoding block is classified as a homoge-
neous region and the bipartition modes evaluations can be skipped without affecting the
encoding efficiency significantly.

1
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8

4321 6 7 85

𝑫𝒎𝒂𝒙 26 28 91 69 3 2 0 0

Figure 5.2 – Depth map example with detached edges (1-4) and homogeneous regions (5-8)
(source: [65]).

We proposed in [67] the SED classification based on a fixed threshold value ac-
cording to the video resolution and the block size. The thresholds were defined in an of-
fline statistical analysis regarding the resolutions 1024 × 768 and 1920 × 1088. Therefore,
SED thresholds are not defined in lower video resolutions such as CIF (352× 288) and SD
(720× 480), or higher video resolutions such as 4K (3840× 2160) and UHD (7680× 4320).
Moreover, the efficiency of the SED decision depends on the encoding video characteris-
tic, which introduces non-determinism regarding the encoding effort spent in the bipartition
modes. Figure 5.3 illustrates this idea presenting the Dmax heat map for two frames of Shark
and Poznan_Street video sequences considering 8×8 blocks, where red colored blocks indi-
cate the highest values of Dmax , green regions means intermediary values, and blue regions
show the lowest values.

When SED uses a fixed threshold proposed in [67], a variable number of bipartition
mode evaluation are skipped for different types of videos since each video has a different
quantity of borders and details as exemplified in Figure 5.3.

Figure 5.4 exemplifies the 100 first encoding frames of the CTC sequences using
the fixed thresholds SED [67]. Notice that each video has its specific profile as previously
highlighted in the example shown in Figure 5.3. Moreover, during the execution of a small
part of a video, there are high differences in the percentage of bipartition modes evaluation,
ranging from 3% to 20%. It happens because each video has different characteristics as
described in Section 2.5. Besides, the percentage of bipartition modes evaluated varies
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significantelly according to the block size, as demonstrate in Figure 5.4(a) (4×4 blocks) and
Figure 5.4(b) (32 × 32 blocks), when the SED threshold is fixed. For example, Shark video
sequence achieves about 20% of bipartition modes evaluated considering 32 × 32 blocks,
whereas, for 4 × 4 blocks, the highest bipartition modes evaluation achieved is about 6%.
Since each video has a specific profile and there are a variety of devices providing different
computational capacities and power restrictions for encoding 3D videos, it is crucial to build
solutions for controlling the encoding effort allowing performing bipartition modes operation
for any encoding video characteristics, without surpassing the system resources limit. In
the case of the system executes fewer evaluations than its processing capacity, then it is
possible to compensate it by applying further evaluations in the next frames, increasing the
encoding efficiency.

 
(a) Shark (b) PoznanStreet 

 

Figure 5.3 – The SED heat map for the first frame of the central view of (a) Shark and (b)
Poznan_street video sequences (source: [65]).

5.1.1 The Design of the Complexity Control System

A Proportional-Integral-Derivative (PID) controller was proposed to adjust the SED
threshold for controlling the bipartition modes evaluation according to the desired target
encoding effort dynamically. Figure 5.5 displays the diagram of the proposed control system,
which is replicated for each block size. The delay box in Figure 5.5 outputs the timing value
from the previously encoded frame.

Figure 5.6 presents the pseudo-code of the proposed control system to comple-
ment the control block diagram illustrated in Figure 5.5.

The algorithm selects the evaluation rate of a target bipartition mode (Targetrate)
as the input of the system. For example, when a target of 5% is selected, then 95% of the
bipartition mode evaluation are skipped. This Targetrate is selected according to the available
resources of the system, and it can be changed dynamically from frame to frame, according
to the available resources (e.g., it can be reduced if the system is running with low battery).
Let fn be the number of the current frame being encoded, then the error of fn (e[fn]) can be
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Figure 5.4 – SED bipartition mode evaluation (source: [65]).
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Figure 5.5 – Diagram of the proposed PID control system (source: [65]).

computed using equation 5.1, where the Targetrate is subtracted from the Bipartition mode
Evaluation Rate (BER) of the previous frame. BER is always delivered by SED when a frame
encoding is finished.

e[fn] = Targetrate − BER (5.1)
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1. TH    initial threshold value 
2. Targetrate   desired rate 
3. N    number of frames 
4. e_sum   0 
5. last_e   0 
6. for fn = 1 to N 
7.  Encode frame using TH 
8.  BER  percentage of bipartition modes evaluated 
9.  e[fn]  Targetrate  BER 
10.  e_sum  e_sum + e[fn] 
11.  THu[fn]  Kp × e[fn] + Ki × e_sum + Kd × (e[fn] - last_e) + TH 
12.  last_e  e[fn] 
13.  if (THu[fn] < 1) 
14.   TH  1 
15.  else 
16.   TH  THu[fn] 

Figure 5.6 – Pseudo-code describing the algorithm of the control system (source: [65]).

The computed error follows three paths (i) a proportional step, (ii) an integration
step, and (iii) a derivation step, whose results are added to the threshold of the previous
frame (TH[fn − 1]) in equation 5.2 aiming to generate the unbounded threshold (THu).

THu[fn] = Kp × e[fn] + Ki ×
n∑

i=0

e[i ] + Kd × (e[fn]− e[fn − 1]) + TH[fn − 1] (5.2)

In the proportional step, the error value is multiplied only by a Kp constant, changing
the threshold proportional to the error obtained by the current frame evaluation.

In the integration step, all the previous error values are added and multiplied by a
Ki constant, eliminating the residual evaluation error of the system. On first analysis, the
integration step may sound a complex operation because all the previous errors need to be
added. However, this operation can be reduced to a single sum multiplied by the Ki constant
because all errors until the current frame have already been added and this information is
available, as one can see in the algorithm displayed in Figure 5.6.

In the derivative step, the current error is subtracted from the error obtained in the
previous frame and multiplied by a Kd constant. The derivative step helps to predict the
system behavior promptly, enabling a fast control actuation.

THu is generated by adding the results of these three steps with the last frame
threshold. A lower bound saturation is applied before delivering this threshold to SED. This
saturation prevents the threshold to go below one when 100% of bipartition mode evaluations
would be performed. Moreover, in case Dmax = 0, the region has the highest probability to
be a homogeneous region, then the bipartition mode evaluations are always skipped.
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5.1.2 Results and Discussion

The proposed control system was implemented in 3D-HTM 16.0 and evaluated
with the CTC video sequences were in all-intra configuration with 5%, 10%, and 15% of
target rates. These target rates, which considered the information presented in previous
experiments, reduce the number of bipartition mode evaluation aggressively. Figure 5.7
depicts the convergence rate of the bipartition mode evaluation to the desired target rate.
This experiment considered the first 100 frames of the CTC depth video sequences for block
sizes 4 × 4 and 32 × 32 (considering only the central view). Several experiments were
performed in Balloons video sequence to select the values of the constants Kp, Ki , and Kd
to well fit the system without leading to unstable behavior. These experiments led to the
values 10, 10, and 1 for Kp, Ki , and Kd , respectively.
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Figure 5.7 – Complexity control results for some scenarios and target evaluations (source:
[65]).

Figure 5.7 shows the bipartition mode evaluations have a slower convergence for
smaller blocks than for larger ones. However, after a short period, all videos have converged
to the target evaluation rate. In some cases, such as the encoding Kendo video sequence
with a target rate of 15%, the assessments are limited to a maximum of 7.5%. This limitation
occurs because the proposed control system has a lower bound saturation preventing the
encoder from performing the bipartition mode evaluation for blocks with Dmax = 0, which has
the highest chance to be a homogeneous block.

The target rate affects the encoding efficiency of the proposed complexity control
system; targeting a higher number of bipartition mode evaluation increases the encoding
efficiency. Table 5.1 displays the encoding efficiency regarding BD-rate versus target rate
when comparing our proposal to the original 3D-HTM 16.0, keeping the target rate fixed for
all block sizes. For all cases, the BD-rate decreases when the target rate increases; a target
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rate of 5% implies a BD-rate of 0.5%, on average, and with 15% of target rate, the BD-rate
reaches 0.20%, on average.

Table 5.1 – BD-rate results according to three complexity target rates.

Videos BD-rate
Target rate = 5% Target rate = 10% Target rate = 15%

Balloons 0.59% 0.35% 0.27%
Kendo 0.57% 0.36% 0.25%

Newspaper 1.11% 0.78% 0.62%
GT_Fly 0.36% 0.16% 0.10%

Poznan_Hall2 0.39% 0.22% 0.13%
Poznan_Street 0.16% 0.09% 0.08%
Undo_Dancer 0.23% 0.08% 0.06%

Shark 0.60% 0.22% 0.10%

Average 0.50% 0.28% 0.20%

The worst result is noticed in Newspaper video sequence with a BD-rate increase
ranging from 0.62% up to 1.11% regarding complexity targets. This impact occurs because
the original video sequence has a poor depth map quality and regions where the bipartition
modes tend to be chosen (such as sharp edges) are composed of many distortions, causing
more coding efficiency losses. When analyzing video sequences with a good depth map
quality, e.g., GT_Fly, one can notice the BD-rate increase is negligible.

These impacts are acceptable since more than 85% of bipartition modes evalua-
tions were skipped. Considering the bipartition modes use 35.34% of the intra-frame en-
coder time of the 3D-HEVC depth maps, on average, as described in Chapter 4, the pro-
posed solution can drastically reduce the encoder complexity, and maintain this complexity
over a well-defined range of values. Table 5.2 displays the timesaving of the depth map
coding provided by our solution in the three target rates, considering texture and depth ex-
ecution time. Notice our solution achieved an average timesaving of 29.9%, 27.9% and,
19.3%, according to the selected target rate. Although Figure 5.7 demonstrates the biparti-
tion mode evaluations are stabilized, Table 5.2 shows there is still significant variation in the
timesaving because the evaluated videos have different content characteristics. Therefore,
other tools used in the depth map coding are responsible for different complexities (that are
not stabilized) since we only employ the control system for bipartition modes.

In this evaluation, the Newspaper video sequence achieved the highest timesaving
gains. Again, it occurs because of the low quality of the original depth map. The timesaving
obtained by this sequence ranges from 24.5% to 35.4%, according to the target rate.
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Table 5.2 – Timesaving of the depth map coding according to complexity target rates.

Videos Timesaving
Target rate = 5% Target rate = 10% Target rate = 15%

Balloons 32.0% 31.8% 21.5%
Kendo 32.3% 31.4% 20.6%

Newspaper 35.4% 34.9% 24.5%
GT_Fly 29.2% 25.9% 18.7%

Poznan_Hall2 26.2% 22.5% 13.1%
Poznan_Street 28.5% 26.5% 20.4%
Undo_Dancer 28.0% 25.2% 17.6%

Shark 27.3% 25.0% 18.2%

Average 29.9% 27.9% 19.3%

5.2 Parallelism Exploration for Intra_Wedge

Two parallel architectures were used in this evaluation: (i) a symmetric multipro-
cessor, with few but powerful multi-cores containing memory coherence supported by hard-
ware, as the current multi-core systems; and (ii) a massively parallel GPU, with thousands
of simple cores operating under the Single Instruction Multiple Data (SIMD) paradigm [17],
which enables to explore data parallelism and stream computing. Additionally, two parallel
approaches were investigated to handle the Intra_Wedge computation, allowing the paral-
lelism exploration at block-based and pattern-based granularities.

Figure 5.8(a) illustrates the main idea of the block-based approach. Since Intra_-
Wedge evaluates a block independent of its neighborhood, each block can be assigned to
a given processing unity for a massive parallel encoding. This approach considers a thread
is responsible for the entire Intra_Wedge encoding of a depth block, applying the Main,
Refinement and Residue stages.

Since Intra_Wedge evaluates several wedgelet patterns, the proposed pattern-
based approach assigns the evaluation of each pattern to a thread, as shown in Figure
5.8(b). The wedgelets evaluated in the Main stage are distributed to the threads for balanc-
ing their computational effort. Therefore, the loop presented in the original Intra_Wedge al-
gorithm is no longer required, and each thread evaluates the encoding blocks for a given pat-
tern using the flow presented in Figure 5.8(c). After computing the distortion of all wedgelets,
the threads are synchronized, and the distortion results are compared for selecting the best
one. In the Refinement stage, the wedgelet patterns are also assigned to multiple threads
with similar processing.

The original SED [67] and GMOF [66] heuristics were applied to the block-based
parallel approach to evaluating how the Intra_Wedge simplification could bring gains in a
parallel environment. These two algorithms were selected due to their lightweight imple-
mentations. However, the same analysis could be extended to other algorithms with similar
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Figure 5.8 – Parallelism exploration: (a) block-based, (b) pattern-based, and (c) Intra_Wedge
pattern execution (source: [59]).

characteristics that use block- or mode-level approaches; except if the algorithm contains
data dependencies among the blocks inside a given frame, which is the case of DFPS pre-
sented in Section 4.2.1.

We are investigating the characteristics (block- or mode-level) of the simplification
algorithms that allow obtaining the best benefits for each parallel architecture. Considering
3D-HTM was developed to evaluate the efficiency of the encoder tools, and it is not suit-
able for evaluating the computational performance since its execution time is far from being
optimal, we compute the Intra_Wedge with a new C++ sequential program. Besides, we
implemented two other versions, one using the SED heuristic and another one using the
GMOF heuristic. OpenMP 7.0 [13] and CUDA 3.1 [43] were used to program the proposed
algorithms for the Central Processing Unit (CPU) and Graphics Processing Unit (GPU), re-
spectively.

The experiments encompass programs encoding the central view of the eight avail-
able videos at CTC. The software inputs are the raw data of depth maps and the recon-
structed texture video obtained with 3D-HTM. The software provides the residual data and
the selected Intra_Wedge pattern.

We executed the experimental evaluation on an Intel Core i7 (Skylake) 6700K with
4 cores (8 threads) running at 3.5 GHz, with a 32 GB DDR3 memory. Two GPUs were
used in this evaluation: (i) NVidia GTX Titan X (GM200 – Maxwell) with 3072 CUDA cores
running at 1.08 GHz (called Titan X in the rest of this Section) and; (ii) NVidia Titan Xp
(GP102 – Pascal) with 3840 CUDA cores running at 1.48 GHz (called Titan Xp in the rest
of this Section). Although we performed the evaluations using a four-core CPU and two
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Nvidia GPUs, the experiment aims to show the encoding blocks can be assigned to multiple
cores to speed up the encoding process. Besides, the proposed methods can be applied in
systems with different levels of parallelism, resources and programmability characteristics,
such as Multiprocessor System-on-Chip (MPSoC) or dedicated hardware designs.

The experimental results cover the following analysis: (i) parallelism granularity; (ii)
scalability; and (iii) Intra_Wedge simplifications in multicore systems.

5.2.1 Parallelism Granularity Analysis

Figure 5.9 displays the evaluation of both block- and pattern-based approaches in
the CPU, comparing the execution time of eight threads to a single thread. The average
time required to process a frame with 1024 × 768 pixels is 5.0 s and 5.9 s for block- and
pattern-based approaches, respectively; whereas, for a single thread, this time is 30.5 s.
The time required to process a frame with 1920 × 1088 pixels was reduced from 83.2 s to
16.2 s and 13.6 s, when the pattern- and block-based approaches are applied, respectively.
These results highlight the timesaving when encoding blocks in parallel on a multicore CPU.
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Figure 5.9 – Encoding time per frame considering the evaluated approaches (source: [59]).

The attained speedup over the single thread version is similar for the two frame
sizes, reaching on average 6.1 and 5.1 for block- and pattern-based approaches, respec-
tively. Since the best results were always achieved with the block-based approach, this
approach is used in the next experiments, where scalability and the usage of Intra_Wedge
simplifications are evaluated. It is important to mention the proposed parallel approaches do
not insert losses, regarding the 3D-HEVC encoded video quality and bitrate.
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5.2.2 Scalability Analysis

This section analyzes the scalability of the block-based approach by varying from
one to eight the number of CPU threads. Figure 5.10(a) shows the speedup results of this
scalability evaluation taking the single-thread as reference. One can notice that the results
obtained in different video sequences are very similar (the curves are almost overlapped).
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Figure 5.10 – Scalability Analysis - (a) eight speedups and (b) the efficiency according to the
number of threads for the block granularity (source: [59]).

Figure 5.10(b) shows the efficiency regarding the number of threads that is given by
equation 5.3, where EN is the efficiency using N threads, Time1 is the average time required
to encode with a single thread and TimeN is the average time required to encode using N
threads.

EN =
Time1

TimeN × N
× 100% (5.3)

Notice when using eight threads, the proposed approach speeds up 6.1 the single
thread version, on average. Besides, the speedup decreases after five threads because the
system has only four physical cores; when more than four threads are launched, the hyper-
threading is activated limiting the speedup. However, the speedup curve does not saturate,
demonstrating that higher speedups could be attained when using processors with a higher
number of CPU cores. Besides, the efficiency of our parallelism decreases with the grow of
the number of threads. It happens because in our evaluation it was considered the encoding
time spent in frame reading and data transfers.
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5.2.3 Intra_Wedge Simplification Analysis in Multicore CPU

We integrated SED and GMOF into our Intra_Wedge parallel programs to show
the proposed parallel approaches can be further integrated with Intra_Wedge simplification
algorithms. Figure 5.11 depicts the speedup results using the two simplification schemes for
a target architecture varying from 1 to 8 threads. The results are normalized according to
the computation time of a single thread Intra_Wedge algorithm without simplification.
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Figure 5.11 – Scalability analysis with Intra_Wedge simplifications (source: [59]).

The y-axis of Figure 5.11 shows both algorithms scale with the number of cores.
Table 5.3 summarizes the average time per encoded frame in the multicore CPU. For the
1024 × 768 videos, the encoding time per frame can be further reduced to 1.7 s and 0.6
s when the GMOF and SED simplifications are applied, respectively. While for the 1920 ×
1088 frames, GMOF and SED can reduce the encoding time per frame to 4.5 s and 0.5 s,
respectively.

Table 5.3 – Multicore CPU results.

Implementation
Time per frame (seconds)
1024 × 768 1920 × 1088

Single thread 30.5 83.2

Eight threads
Block-based approach 5.0 13.6

Block-based approach with GMOF 1.7 4.5
Block-based approach with SED 0.6 0.5
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5.2.4 Intra_Wedge Implementation using GPU

We first used the TITAN X GPU in our analysis and later we used the TITAN Xp
GPU to obtain the final results, in order to show the potential of further data parallelism in
Intra_Wedge execution. We implemented the Intra_Wedge algorithm with TITAN X adopt-
ing the same block-based approach employed in the multicore CPU implementation. It is
expected this approach provides even better results since data parallelism is fundamental
to use the GPU’s resources efficiently. We first evaluated the processing rate in frames per
second (fps). Table 5.4 summarizes these results along with the time spent during the data
transfer between CPU and GPU, allowing visualizing the percentages of processing and
data transfer.

Table 5.4 – Results for the basic GPU implementation.

Resolution Videos Processing rate (fps)
Communication and

frame read
percentage

1024 × 768

Balloons 18.6 0.9%
Kendo 18.6 0.9%

Newspaper_cc 18.5 0.9%
Average 18.6 0.9%

1920 × 1088

GT_Fly 14.6 1.8%
Poznan_Hall2 14.6 1.8%
Poznan_Street 14.7 1.7%
Undo_Dancer 14.7 1.8%

Shark 14.6 2.0%
Average 14.6 1.8%

The GPU implementation achieves 18.6 fps@1024 × 768 and 14.6 fps@1920 ×
1088. Comparing the processing rate with the CPUs one, one can notice that a higher
increase in the processing rate is obtained for higher resolution videos, because more blocks
are encoded by the CUDA cores, increasing the data parallelism explored. Moreover, the
time spent on data transfers represents less than 2%, which means that most of the time
is spent on the GPU processing. However, further investigation is required to obtain an
improved processing rate for real-time encoding of HD 1080p videos.

We improved the basic GPU implementation by increasing the number of CUDA
streams to maximize the usage of CUDA cores and by taking advantage of the GPU constant
memory. The optimization on CUDA streams allows transferring data between CPU and
GPU asynchronously and executing each kernel in a different stream, improving the use of
the CUDA cores. Moreover, the constant memory was used to store the 4 × 4 and 8 × 8
pattern blocks. The 16 × 16 patterns were not stored in the constant memory because
there was not enough space for them in the TITAN X (neither in TITAN Xp that will be used
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later). Therefore, higher speedup can be achieved by employing a GPU with larger constant
memory.

Figure 5.12 shows the processing rate and the speedup obtained by comparing the
optimized GPU implementation to the original CPU version. On average, the system was
capable of reaching 26.3 fps for 1024× 768 videos and 18.2 fps for 1920× 1088 videos.
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Figure 5.12 – Results of the GPU optimization (source: [59]).

We have also implemented and evaluated the two simplification techniques for In-
tra_Wedge, GMOF and SED, in the TITAN X GPU, keeping the streams and the constant
memory optimizations. Table 5.5 shows that, on average, GMOF and SED allow encoding
1024 × 768 resolution videos at 48.1 and 30.1 fps, respectively, while around 30 fps are
encoded for 1920 × 1088 resolution videos. On 1024 × 768 videos, the best performance
is achieved with GMOF, unlike the multicore CPU that takes more advantage of the SED. It
happens because all threads of the GPU have to execute the same code in parallel in each
warp. Consequently, if the SED algorithm of a thread decides to skip the Intra_Wedge eval-
uation, threads diverge and have to wait until the remaining blocks finish their computation.
In this context, SED only takes full advantage of the GPU resources when all blocks inside a
warp are skipped, i.e., when all blocks in the warp are classified as homogeneous. However,
GMOF algorithm always provides a significant speedup. Considering the different charac-
teristic of the two types of architectures, one can conclude that a multicore CPU execution
can obtain higher benefits from algorithms that skips the entire Intra_Wedge evaluation,
while GPUs obtain better results when applying algorithms that accelerate the processing of
every executing block in a convergent way.

We also evaluated these two Intra_Wedge simplification techniques into a quite
recent GPU platform: the NVidia TITAN Xp. The reached results for this second GPU im-
plementation is also presented in Table 5.5, considering the block-based approach with opti-
mizations, and with the usage of GMOF and SED techniques. Similar conclusions than that
reached for the previous experiment with the TITAN X GPU can be drawn. Again, GMOF
algorithm presented higher processing rates because SED algorithm requires that some
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Table 5.5 – GPU results for the GMOF and SED implementations.

Resolution Videos
TITAN X (fps) TITAN Xp (fps)

Block-based GMOF SED Block-based GMOF SED

1024 × 768

Balloons 26.3 50.3 30.2 40.5 106.8 42.3
Kendo 26.4 49.2 31.7 40.6 102.4 45.0

Newspaper_CC 26.3 44.9 28.7 40.4 87.2 40.3
Average 26.3 48.1 30.1 40.5 98.8 42.5

1920 × 1088

Undo_Dancer 18.3 30.9 27.3 26.3 56.1 36.9
Poznan_Street 18.2 30.1 37.1 26.2 51.7 56.1
Poznan_Hall2 18.3 31.3 32.9 26.5 57.7 46.8

GT_Fly 18.2 30.0 31.6 26.2 53.3 56.3
Shark 18.1 29.9 27.0 26.0 54.2 37.6

Average 18.2 30.4 30.8 26.2 54.6 44.6

threads perform the full Intra_Wedge algorithm without any simplification. Therefore, the
threads that skip Intra_Wedge processing early wait until all threads inside the warp finish.
The processing rates in this evaluation reached up to 98.8 fps for 1024 × 768 videos and
54.6 fps for 1920× 1088 videos using GMOF algorithm.

Finally, Table 5.6 summarizes the multicore CPU and GPU results obtained along
this work. Our GPU implementation increases the processing rate from 0.03/0.01 fps (for
1024 × 768 / 1920 × 1088 videos) to 98.8/54.6 for these resolutions when using GMOF
technique running on a TITAN Xp.

Table 5.6 – Summary of results obtained with CPU and GPU implementations.

Implementation
Frames per seconds

1024 × 768 1920 × 1088

Single thread 0.03 0.01

CPU - Eight threads
Block-based approach 0.22 0.07

Block-based approach with GMOF 0.59 0.22
Block-based approach with SED 1.80 2.05

TITAN X
Block-based approach 26.30 18.20

Block-based approach with GMOF 48.10 30.10
Block-based approach with SED 30.40 30.80

TITAN Xp
Block-based approach 40.50 26.20

Block-based approach with GMOF 98.80 54.60
Block-based approach with SED 42.50 44.60

Experimental evaluation was made for a specific CPU and two specific GPUs. How-
ever, one can conclude that the proposed parallel approach is scalable, then it can be
extended to speed up the Intra_Wedge execution on other parallel systems, with different
characteristics, such as MPSoCs or dedicated hardware design.

The best performance was achieved by applying the proposed parallel strategies
and exploring the SED and GMOF simplification techniques. The parallelism exploration
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using both SED and GMOF techniques can be reached because these simplifications do
not contain dependencies with the remaining blocks in the current frame.

Considering the previous discussions about the reached results one can conclude
that Intra_Wedge can be a good candidate for being accelerated using massive parallel ap-
proaches. In all cases, the frame rates were scalable with the explored parallelism accord-
ing to the target CPU/GPU architectures. It is important to emphasize that the Intra_Wedge
tool represents around 20% of the 3D-HEVC computational effort according to our previous
evaluations, then this is an important tool that must be accelerated to allow the design of
real-time encoders able to process high resolution videos at 30 fps or more. A similar ap-
proach than that used here for Intra_Wedge tool can be used for other encoder tools allowing
a high throughput also for these modules. Besides, other solutions can also be explored in
the other encoder modules, targeting the system acceleration, including the use of multiple
GPUs, MPSoCs, dedicated designs or other high-performance solutions. Then, integrat-
ing these solutions will be possible to have a complete 3D-HEVC encoder processing high
resolution videos in real-time.

5.3 Intra_Wedge Pattern Compression

One of the bottlenecks in Intra_Wedge hardware design is the efficient storage of
all wedgelet patterns due to a large number of allowed patterns. The 3D-HTM software
stores all wedgelet patterns without compression using N × N bits for each pattern to fulfill
the beginning of the encoder or decoder execution. 3D-HTM uses this strategy to keep high
performance during software execution. However, this strategy is highly inefficient when the
Intra_Wedge encoder or decoder is implemented in dedicated hardware design.

Table 2.1 (Section 2.2.2) illustrated the Intra_Wedge implemented inside 3D-HTM
requires 183,264 bits to store all wedgelet patterns of all block sizes. Notice the wedgelet
patterns of 32×32 blocks are not stored because they are obtained upscaling the wedgelets
of 16×16 blocks. Furthermore, the Intra_Wedge encoder algorithm implemented in 3D-HTM
requires frequent access to the wedgelet patterns, implying in a significant power dissipa-
tion caused by these memory accesses. Thus, essential requirements for dedicated Intra_-
Wedge encoder design are memory size reduction and efficient memory access. For the
remainder of this section, the memory that stores the wedgelet patterns is called WMem.

5.3.1 First Bit and Change (FB&C) Algorithm

The First Bit and Change (FB&C) algorithm is grounded in the fact the Intra_Wedge
divides each block into two and only two regions. Thus, Intra_Wedge does not represent
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interlaced ones and zeros in a single line leading to an inefficient storage model if N × N
bits are stored per pattern. For example, in a 4× 4 block, each line should never contain the
pattern “0010” because no wedgelet can describe this line. It happens because the Intra_-
Wedge algorithm was designed for partitioning and encoding blocks into two regions using
a straight line. Consequently, patterns containing more than one change of region in a line
are forbidden. Thus, N ×N blocks allow only 2×N lines in Intra_Wedge patterns. Table 5.7
presents all allowed lines for 4 × 4 blocks along with the respective FB&C codes. Note the
half of the bits combination (patterns) are forbidden.

Table 5.7 – FB&C coding for line patterns of a 4× 4 block.

Allowed line FB&C code
0111 000
0011 001
0001 010
0000 011
1000 100
1100 101
1110 110
1111 111

Figure 5.13(a) illustrates the FB&C technique that codifies each pattern copying the
1st bit content of the original pattern to the coded one. Let RB be the number of Remaining
Bits required for coding a line of the N × N block, which can be obtained applying equation
5.4. Then, RB specifies in how many subsequent bits the coded line will change to the
other region. Figure 5.13(b) displays two encoding examples of 8 × 8 block lines. The first
example shows how to encode the “00000011” line with FB&C representation. The 1st bit
“0” is just copied, and the encoding algorithm seeks for the first occurrence of “1”; i.e., in
the 5th position. Then, the value five (related to the 5th position) is stored after the 1st bit,
completing the FB&C representation of the first example. The second example shows a line
containing only a single region of “1s”. Therefore, FB&C codifies this line copying the 1st bit
followed by the N − 1 value (seven).

RB = log2(N) (5.4)

5.3.2 Huffman Code

Huffman Code is a traditional algorithm in the data compression field, which creates
a prefix binary code tree with minimum expected code-word length [26]. However, this is
the first work in literature proposing the usage of huffman applied to the compression of
wedgelets patterns. Here, Huffman works reducing the representation of the most-frequent
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 Figure 5.13 – (a) FB&C encoding model and (b) two pattern examples for 8 × 8 blocks
(source: [53]).

used lines and increasing the representation of the less-frequent used lines. The statistical
analysis to create the Huffman Code tree is performed statically because wedgelets are
predefined before the encoding execution and then a statistical analysis at runtime is not
necessary.

Table 5.8 shows the allowed lines, its occurrence probability (extracted from the
static analysis of all wedgelet patterns) and the Huffman Code for all possible patterns of
4 × 4 block lines. One can notice the “0000” and “1111” are the most often used patterns
being represented by only 2 bits, while “0011” and “0001”, which are the less often patterns,
are represented by 5 bits, resulting in a reduction in the storage requirements.

Table 5.8 – Occurrence probability and Huffman Code for the allowed lines of 4× 4 blocks.

Allowed line Probability Huffman Code

0111 6.10% 0001
0011 5.81% 00001
0001 6.10% 00000
0000 21.52% 10
1000 12.50% 010
1100 15.12% 001
1110 12.50% 011
1111 20.35% 11

5.3.3 Block Change Map Algorithm

Block Change Map (BCM) is an algorithm planned to reduce the entropy of the
wedgelet patterns employing an auxiliary matrix containing the differences between subse-
quent wedgelets. For each wedgelet coding, the BCM algorithm stores the wedgelet pattern
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read from the standard WMem into the Patternk+1 buffer. Additionally, the content of the
Patternk+1 is copied to the Patternk buffer. Consequently, Patternk+1 contains the most re-
cently read wedgelet, whereas Patternk contains the previous one.

The algorithm fills an auxiliary matrix of bits with the comparison between Patternk

and Patternk+1. The positions containing a change are signalized with “1” while the remaining
positions are signalized with “0”. Subsequently, the algorithm applies Huffman Code to the
content of this matrix, producing the wedgelet coded in the BCM format. The exception
occurs only in the 1st wedgelet since at the first time only Patternk+1 contains a valid pattern;
thus, the algorithm applies Huffman Code on the content of Patternk+1 instead of on the
auxiliary matrix.

The coded patterns are stored into the coded WMem reducing the storage re-
quirement significantly when compared to the approach that uses only Huffman Code, as
demonstrated in the section of experimental results.

Figure 5.14 shows a block diagram of the BCM architecture, exemplifying the cod-
ing of the first two 4× 4 wedgelet patterns. This example encodes the first wedgelet pattern
with Huffman. Subsequently, the Change bitmap generator fills the auxiliary matrix compar-
ing bit by bit the first wedgelet with the subsequent one, resulting in a single bit difference.
The content of the matrix is encoded using Huffman. Finally, all encoded data are inserted
into the coded WMem. Remark the output of Huffman code is different from the one pre-
sented in Table 5.8 because BCM produces other probabilities of pattern occurrence.
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Figure 5.14 – Block diagram of the BCM architecture exemplifying the coding of two 4 × 4
wedgelet patterns (source: [64]).
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5.3.4 Line Change Map Algorithm

The Line Change Map (LCM) algorithm works similarly to the BCM algorithm; how-
ever, LCM generates a bitmap change for each line, exploring the vertical redundancies
among all lines of all blocks of the same size; i.e., the algorithm connects all wedgelets con-
sidering the first line of a subsequent wedgelet needs to be compared to the last line of the
previous wedgelet pattern. Instead of having Patternk , Patternk+1 and auxiliary matrix, the
LCM algorithm requires only vectors as buffers, thus, corresponding the analogous Linek ,
Linek+1, and auxiliary vector, respectively. Notice the BCM algorithm reads only lines from
the standard WMem; besides, it stores only coded lines into the coded WMem.

Figure 5.15 exemplifies this technique applied to the five first lines of the standard
WMem regarding 4× 4 block sizes, which implies the coding of two subsequent wedgelets.

Figure 5.15 – Block diagram of the LCM architecture exemplifying the coding of five lines of
the 4× 4 wedgelet patterns. Line buffers are filled for generating the L5 coded line (source:
[64]).

5.3.5 Block Line Change Map Algorithm

The LCM algorithm groups logically the wedgelet list before performing the bitmap
change. When the first line pattern of a subsequent wedgelet differs significantly from the last
line pattern of its predecessor wedgelet, the Change bitmap generator produces more bit-
changes, reducing the encoding efficiency. Block Line Change Map (B-LCM) was proposed
to mitigate this problem, as an improvement of the LCM algorithm. B-LCM applies FB&C to
encode the first line of all wedgelets, and the remaining lines of each wedgelet are encoded
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using LCM. This procedure makes the encoding of the wedgelet pattern independent from
previous or subsequent patterns.

5.3.6 Dual First Bit and Change Algorithm

FB&C is grounded on the fact that Intra_Wedge cannot contain interlaced ones
and zeros in a single row, enabling to explore horizontal redundancies. However, the same
restriction (inexistence of interlaced ones and zeros) occurs in the column patterns. Thus,
Dual First Bit and Change (D-FB&C) was proposed to explore both horizontal and vertical
redundancies. Figure 5.16(a) exemplifies this coding technique in an 8×8 block size, where
the first bit of the block is stored without compression; then, the first column of the block is
encoded with the position of the first bit-change (similar to the explanation of FB&C), which
happens in the 2nd bit of the first column of the example. Therefore, each line of the pattern
is inserted into the memory being encoded with the position of the bit-change as FB&C
does; however, without requiring the storage of the 1st bit of each row, since the encoded
first column can provide this information.
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Figure 5.16 – D-FB&C encoding example with an 8× 8 wedgelet pattern (source: [64]).

5.3.7 Ending Rows Removal Technique

Ending Rows Removal (ERR) is a technique planned to reduce the storage area
removing consecutive vectors with the same bit pattern, especially when large blocks are
encoded. The technique is based on two aspects: (i) Intra_Wedge defines only a single bit
variation in each row or column, and (ii) this variation may result in many consecutive rows
or columns with the same pattern. Correctly, the ERR technique is applied for row removal,
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but it could be applied to column reduction, due to the symmetrical characteristics of the
blocks and wedgelets.

Let (Rj , Ck ) be the row-column pair representing the position of a bit inside a block
with 1 ≤ j ≤ N and 1 ≤ k ≤ N, then C1 and CN represent the leftmost and rightmost columns
of the block, respectively. Whenever a wedgelet crosses C1 or CN , there is at least one row
with a pattern where all bits are equal (i.e., all bits of the row are “0s” or “1s”). Additionally,
there is a bit-change (i.e., 0→ 1 or 1→ 0) for each crossing. Considering these bit-changes
represented by the pairs (Ra, C1) and (Rb, CN), then any and all row between Max(Ra, Rb)
and RN have the same pattern where all bits are equal, allowing to apply the ERR technique.
Based on this observation, the ERR algorithm skips adding information into WMem when all
subsequent rows have the same pattern of the current one.

Figure 5.17 exemplifies three wedgelet patterns for 8 × 8 blocks. Figure 5.17(a)
shows a wedgelet pattern that crosses only one column, the rightmost one (CN), whose bit
change is placed in the pair (R5, C8); thus, all rows from R5 to R8 have the same pattern
“11111111”. Figure 5.17(b) exemplifies a wedgelet pattern with bit-changes placed on pairs
(3, 1) and (5, 8); since Max(3, 5) is 5, the rows 5 to 8 have the same pattern. However, Figure
5.17(c) shows a wedgelet pattern that does not cross the columns C1 and CN ; in this case,
there is no occurrence of repeated patterns.

   
(a) (b) (c) 

 
Figure 5.17 – Example of wedgelet patterns for 8× 8 blocks (source: [64]).

The ERR technique can be applied together with all other encoding algorithms.
This technique is signalized inserting the symbol (+) after the basic encoding algorithm; for
instance, D-FB&C+ means the ERR technique is applied together with D-FB&C.

Figure 5.18 shows the same wedgelet pattern of Figure 5.16 to compare FB&C,
D-FB&C, and D-FB&C+, considering an 8×8 block. The example shows D-FB&C+ reduces
12 bits compared to D-FB&C, representing 42.8% of compression for this 8 × 8 block. Be-
sides, when D-FB&C+ is compared to FB&C, which does not explore vertical redundancies,
it reduces by half the memory required to store that pattern (i.e., from 32 bits to 16 bits).
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Figure 5.18 – Wedgelet pattern codified with FB&C, D-FB&C, and D-FB&C+ (source: [64]).

5.3.8 Evaluation of the Proposed Algorithms

All wedgelet patterns employed on the experimental results were extracted from
3D-HTM, and the proposed solutions were implemented using Matlab. Additionally, D-
FB&C+ was implemented using 65 nm CMOS technology to extract synthesis results.

Table 5.9 illustrates the number of bits required to store all wedgelet patterns of all
block sizes of the standard Intra_Wedge, the proposals of [34] and [63], and the solutions
proposed here. Besides, the ERR technique was evaluated with FB&C, B-LCM, and D-FB&C
(i.e., FB&C+, B-LCM+, and D-FB&C+). Notice all the memory compression techniques
proposed here do not change the 3D-HEVC processing flow. Our solutions only reduce the
WMem size maintaining 0% of BD-rate; consequently, minimizing the required bandwidth
between the encoder/decoder and the WMem.

Table 5.9 – Number of bits required to store all wedgelets.

Work Algorithm 4 × 4 8 × 8 16 × 16 Total BD-rate

Standard 1,376 51,328 130,560 183,264 0.00%
[34] Down-sampling 0 0 130,560 130,560 0.05%
[63] No refinement 928 20,096 98,304 119,328 0.25%

This Thesis

Huffman 991 23,503 34,298 58,792

0.00%

BCM 761 14,428 27,175 42,364
LCM 1,086 22,301 27,108 50,495

FB&C 1,032 25,664 40,800 67,496
B-LCM 865 19,944 25,259 46,068

D-FB&C 946 22,456 35,190 58,592
FB&C+ 825 17,256 24,225 42,306
B-LCM+ 755 17,107 21,700 39,562

D-FB&C+ 808 16,150 21,930 38,888
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Figure 5.19 shows the impact of the presented compression solutions using the
standard Intra_Wedge as reference. In the down-sampling solution proposed in [34], only the
total compression rate is presented since it removes the memory area required for storing
4 × 4 and 8 × 8 wedgelet patterns, maintaining all wedgelet patterns for 16 × 16 blocks.
B-LMC improves the LCM algorithm increasing more than 2% the compression rate. D-
FB&C provides almost 5% of gains when compared to FB&C because of its vertical-aware
propriety. The ERR technique applied to FB&C, B-LCM and D-FB&C increases 9.3% the
compression rate, on average. Besides, D-FB&C+ reaches a total memory reduction of
78.8% compared to the standard approach; thus, D-FB&C+ is the best compression result
among all the solutions proposed here and, also among all the published works.
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Figure 5.19 – Compression rates for all stored patterns of all proposed technique (source:
[64]).

5.3.9 DFB&C+ Hardware Implementation

We chose to implement the D-FB&C+ algorithm in hardware because it is the most
efficient technique for the wedgelet compression, as presented in the last subsection. D-
FB&C+ can be implemented with lightweight hardware due to the low complexity of this
algorithm. The D-FB&C+ coded wedgelet are generated in an off-line process, as explained
previously. These codes are stored in the WMem and remain the same during the system
execution. Therefore, any Intra_Wedge encoder or decoder designed in hardware requires
only an additional circuit to support the D-FB&C+ decoding, since when the Intra_Wedge
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encoder or decoder requires a wedgelet from WMem, the coded wedgelet must be decoded
to be used.

The standard WMem contains all wedgelets in the uncompressed format defined
by the 3D-HEVC standard. The Intra_Wedge encoder or decoder can directly assess these
wedgelets. The solution proposed here defines the wedgelets are stored in a compressed
way inside WMem. Then, extra hardware (the D-FB&C+ decoder) is necessary to interface
the Intra_Wedge encoder and decoder and WMem. The D-FB&C+ decoder reduces the
WMem area and decreases the memory communication since the flow between the mem-
ory and the encoder/decoder is composed of compressed wedgelets. Notice that both the
Intra_Wedge encoder and decoder can share a single circuit containing the decoder of the
compressed data (i.e., D-FB&C+ decoder) if they are inside the same integrated circuit.

We designed a D-FB&C+ decoder architecture using VHDL to evaluate the area
consumption and power dissipation, considering the Intra_Wedge encoder scenario. Figure
5.20 illustrates the block diagram of the proposed architecture.
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Figure 5.20 – Partial block diagram of the D-FB&C+ decoder architecture (source: [64]).

The D-FB&C+ algorithm stores the wedgelet pattern in an irregular format. The
first bit of the D-FB&C+ format is the top left corner of the wedgelet pattern block, and the
following bits are grouped into sets of log2(N)−bit (lCodes) to code bit-changes in the rows
and columns of the block. Notice the lCode size depends on the block size is being decoded;
for instance, lCode is a 3-bit size for 8 × 8 blocks since N is 8 and log2(N) is 3. Therefore,
this section exemplifies the D-FB&C+ decoder considering 8× 8 blocks.

The D-FB&C+ decoder has a one-byte register (InputReg) that receives 8 bits from
the coded WMem. Due to the D-FB&C+ irregular format, in the first reading, InputReg stores
the first coded bit of the block, two lCodes, plus one bit that is part of the third lCode. The
first lCode indicates the line of the first column where the bit-change occurs and the second
lCode indicates the position of the bit-change in the first row. This last bit of InputReg is not
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handled in this first reading since the third lCode is incomplete. However, this remaining bit
together with the next byte reading allows the construction of three more lCodes.

The ControlUnit circuit controls the bit stream read from the coded WMem to keep
updated the information being received and check if a re-reading of WMem is required to
complete the wedgelet pattern decoding. Thus, the reading of the coded WMem follows as
long as there are wedgelet patterns that are read by the D-FB&C+ decoder.

Decoding the pattern requires an output matrix (OutMatrix) that must have the size
of the block being decompressed. In practice, this matrix must have the largest block size to
be decompressed (i.e., 16× 16), since smaller blocks are stored within this same area.

ControlUnit copies the first bit of InputReg into a one-bit auxiliary register (AuxB)
and the next lCode into an auxiliary register (AuxCol) that stores the number of the row
where occurs the bit-change in the first column. All subsequent lCodes encode the bit-
change position in each row of the block (rowBlock ); thus, ControlUnit copies this data into
a register (AddressReg) that address a pattern memory (PattMem) containing the wedgelet
pattern of a row. Similarly to the coded WMem, PattMem is also filled only once during the
design time.

The output row of PattMem passes by a vector of controlled inverters (ci) that main-
tain the pattern or invert all bits. The vector of cis is managed by a circuit (cci) that reads
AuxB and AuxCol , and according to both information decides if the patterns have to be in-
verted. For instance, if AuxB = 0 and AuxCol > rowBlock , the pattern is preserved; however,
if AuxB = 1 and AuxCol > rowBlock , the pattern is inverted.

All patterns passing by the vector of cis are stored into OutMatrix , and the process
of reading new lCodes is repeated until the pointer of the OutMatrix row is smaller than the
height of the block is being decoded.

The D-FB&C+ decoder architecture was synthesized using standard cells ST 65
nm CMOS technology (logical synthesis), and the area consumption and power dissipation
of WMem were estimated using CACTI [28]. The parameters used in the synthesis were fo-
cused on achieving real-time processing in the Intra_Wedge main stage. Table 5.10 displays
the area consumption and power dissipation results and compares the proposed solution to
the standard approach.

Table 5.10 – D-FB&C+ synthesis results compared to the standard approach.

Algorithm Resource
Area (µm2) Power (mW)

4 × 4 8 × 8 16 × 16 32 × 32 4 × 4 8 × 8 16 × 16 32 × 32

Standard Memory 1,523 30,118 68,378 68,378 4.2 217.3 325.5 81.4

D-FB&C+
Memory 1,021 8,496 11,833 11,833 1.8 40.1 38.5 9.6

Hardware 710 2,617 7,256 6,526 2.3 13.4 34.7 16.8
Total 1,731 11,113 19,089 18,359 4.1 53.5 73.2 26.4

Gain -13.7% 63.1% 72.1% 73.2% 2.4% 75.4% 77.5% 67.6%
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Firstly, notice the WMem area required for storage 16 × 16 and 32 × 32 blocks is
the same because the wedgelet patterns for 32 × 32 blocks are obtained from the same
memory information employed on 16 × 16 blocks, and it is just required to upscale the
patterns. Moreover, the circuits employed on encoding 32 × 32 blocks dissipate less power
than 16×16 blocks because there are four times less 32×32 blocks in a frame than 16×16
blocks and both require the same computation effort.

Regarding 4 × 4 blocks, our proposal reduces the dissipated power by only 2.4%
when compared to the standard approach, because the power dissipation of the decoder is
considerably high. Additionally, the hardware of the D-FB&C+ decoder has an extra area
overhead implying our solution consumes 13.7% more area than the standard approach.

Regarding blocks greater or equal to 8× 8, the gains of the D-FB&C+ solution are
expressive reducing between 63.1% and 73.2% the area consumption and between 67.6%
and 77.5% the power dissipation, even considering the hardware overhead of the D-FB&C+
decoder. Considering the coding of all block sizes, the D-FB&C+ approach reduces the
power dissipation from 628.4 mW to 157.2 mW when compared to the standard approach,
which represents a reduction of almost 75%.

5.4 Bipartition Mode Hardware Design

Figure 5.21(a) and (b) exemplify the decoding of two 4 × 4 blocks, one encoded
by Intra_Wedge and the other encoded by Intra_Contour, respectively. For a given block
size, the input of the Intra_Wedge decoding algorithm requires the number of the selected
pattern, the CPV of each region, and the residual block. An Intra_Wedge decoder requires
accessing the wedgelet memory for reading the wedgelet pattern. Then, the CPV of each
region is mapped into this Intra_Wedge pattern to reconstruct the predicted block. Finally,
the decoder adds the residues to the predicted block, generating the reconstructed depth
block.

The Intra_Contour decoder requires the residual block, CPV, and the correlated
texture block. The main difference between Intra_Wedge and Intra_Contour decoding is
the first mode obtains its pattern by accessing a memory with a pre-defined set of patterns,
while the second mode rebuilds the pattern dynamically doing the same operation performed
in the Intra_Contour encoder. To rebuild the pattern, Intra_Contour firstly computes the
average of the four corner texture samples (AVG_TEXT ); subsequently, it compares each
texture sample with AVG_TEXT and sets samples above this average to one region and the
remaining samples to the other region.

After building the pattern, Intra_Contour reconstructs the block similarly to the In-
tra_Wedge process, mapping the CPVs according to the Intra_Contour pattern for recon-
structing the predicted block and adding the residual block to the predicted one, obtaining
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Figure 5.21 – Example of a 4× 4 depth block decoding with Intra_Wedge (source: [61]).

the final reconstructed block. When comparing the Intra_Wedge decoding to the Intra_Con-
tour decoding, it is clear this last requires more operations, because it rebuilds the pattern
dynamically, while the Intra_Wedge decoding obtains the pattern by performing one read in
the wedgelet memory.

The encoder transmit only the delta CPV to reduce the size of the bitstream. Thus,
before the Intra_Wedge and Intra_Contour decoding, it is necessary to reconstruct the CPV
by computing the CPV prediction and adding to the delta CPV prediction. The architecture
designed here reconstructs the CPV information before decoding the bipartition modes.

Figure 5.22 displays the high-level block diagram of the decoder architecture de-
signed for the bipartition modes containing six modules: (i) CPV Reconstruction, (ii) Regis-
ter bank, (iii) Block Reconstruction, (iv) Wedgelet Decision, (v) Wedgelet Memories, and (vi)
Control. We designed the decoder requiring at most 36 bits per cycle as input (four 9-bits
data) to create a low area and low energy consumption architecture. Consequently, this de-
sign reduces the communication with the main memory of the decoder, increasing the total
decoder efficiency.

CPV 
Reconstruction Block 

Reconstruction

Wedgelet MemoriesControl

Four
9-bits data Register bank

start
Control

Wedgelet Decision

Four reconstructed 
samples

Figure 5.22 – High-level block diagram of the Intra_Wedge decoder (source: [61]).
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Figure 5.23 displays both the architecture of the Intra_Wedge and Intra_Contour
decoding flows. Initially, the global decoder requires decoding a block encoded by the bipar-
tition mode signalizing the architecture to start processing. In the next cycle, the decoder
receives five data among the input information, namely: DeltaCPV_0, DeltaCPV_1, Block_-
size, Mode, and Pattern_num. Notice the input of the architecture can receive four chunks
of 9-bits data. However, Block_size and Mode require few bits allowing integrating both in
a single chunk of 9-bits. Besides, Pattern_num is only used in case of Intra_Wedge be-
ing selected, and discarded when the Intra_Contour is selected, without being stored in the
Register Bank. According to the Mode value, the block follows Intra_Wedge or Intra_Contour
decoding.

Intra_Contour decoding f low

Intra_Wedge decoding f low

Start 
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a block 

with 
bipartition 
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Figure 5.23 – Diagram of the architecture decoding flow for both bipartition modes (source:
[61]).

Following the Intra_Wedge flow, in the next two cycles, the architecture stores infor-
mation of neighbor blocks required to reconstruct CPV and accesses the wedgelet memory
for reading the corners information of the Intra_Wedge pattern. In the subsequent cycle, the
CPV Reconstruction module rebuilds the original CPV, generating all information required
to decode the Intra_Wedge block. Afterward, the next cycles are used to recreate the en-
coding block, four samples per cycle using the Block Reconstruction module, which requires
N ×N/4 cycles to rebuild the entire block. Finally, after completing the block reconstruction,
the architecture signalizes the Intra_Wedge decoding is finished.

Following the Intra_Contour flow, in the next cycle, the architecture stores the four
corners samples of the associated texture block. In the subsequent two cycles, while the
architecture receives the neighbor samples required to rebuild the CPVs, the texture corner
samples are averaged using the Block Reconstruction module, since it already contains
adders and, therefore, it is necessary to insert only one more additional adder instead of
three adders (see Figure 5.24). Additionally, the CPV Reconstruction module generates
the binary pattern of the corner samples required for recreating the CPV value. Then, in
the next cycle, the architecture rebuilds the original CPV value in the CPV Reconstruction
module followed by a two-cycle operation that generates the four binary patterns, rebuilding
the four samples. This two-cycle operation is repeated N ×N/4 times for reconstructing the
entire block. Finally, the decoder signalizes the Intra_Contour decoding is completed.
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Figure 5.24 – Diagram of the block reconstruction for the first two samples. REC_2 and
REC_3 diagram is similar to REC_0 and REC_1, respectively (source: [61]).

Notice that several operations performed in Intra_Wedge and Intra_Contour decod-
ing are similar, enabling a hardware design with lower area requirements than implementing
two independent architectures, one for each mode.

Figure 5.24 presents the Block Reconstruction module for the first two reconstruc-
tion samples (REC_0 and REC_1). Since REC_2 and REC_0 are produced similarly, and
REC_3 and REC_1 are also generated similarly, the diagram omits them. According to
the cycle, the INPUT value is a texture sample or the depth residue. In the texture aver-
age computation, the four INPUT information are the texture corner samples that are added
and shifted right 2 bits (i.e., divided by 4), generating the TEXT_AVERAGE_OUT informa-
tion that is stored in the register bank. When making the four Intra_Contour binary pattern
information, the INPUT receives four texture samples, which are subtracted from TEXT_-
AVERAGE_IN (that comes from the register bank). The subtraction is stored in the register
at the right side of the architecture, and the information is loopback for the next cycle to
select if CPV_REC0 or CPV_REC1 is added with the INPUT value that contains a residue,
outputting the reconstructed sample.

The Intra_Wedge process is simpler than the Intra_Contour one, as the PATTERN
is read from the wedgelet memory and decoded in the wedgelet decision (because it was
stored using FB&C). Then, the pattern is used to select the CPV_REC to be added to the
residue delivered to this module in the INPUT variable.
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Figure 5.25 depicts the block diagram of the DC Reconstruction architecture that
implements the delta CPV algorithm. All data required in this process (i.e., P0, P1, P2,
DELTA_DC0, DELTA_DC1, TL, TM, TR, TRR, LT, LM, LB, LBB) are previously stored in
the decoder Register bank. This module takes one clock cycle to generate DC_REC0 and
DC_REC1, representing the first DC computed by the encoding process.

Figure 5.25 – DC Reconstruction architecture (source: [61]).

5.4.1 Synthesis Results

We synthesized three versions of this architecture: (i) a Intra_Wedge only archi-
tecture with the traditional wedgelet storing approach (i.e., storing all binary information); (ii)
a Intra_Wedge only architecture using FB&C to achieve a considerable memory reduction;
and (iii) a bipartition mode architecture using FB&C, which was selected in this evaluation
due to its simplicity to be integrated with the decoder hardware design. Table 5.11 shows
the logical synthesis results for standard cells ST 65nm CMOS technology.

Table 5.11 – Logical synthesis results of the bipartition modes decoder.

Solution (i) (ii) (iii)

Implemented algorithms Intra_Wedge Intra_Wedge (FB&C) Intra_Wedge (FB&C) & Intra_Contour
Area (gates) 4,533 4,047 5,165

Decoding block sizes All All All
Frequency (MHz) 38.9 38.9 58.3

Cycles per block – Intra_Wedge 10/22/70/262 10/22/70/262 10/22/70/262
Cycles per block – Intra_Contour - - 15/39/135/519

Processing rate HD 1080p fps 30.0 30.0 30.0
Power (mW) 1.34 0.95 1.57
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The designed architectures were described in VHDL and synthesized for standard
cells ST 65nm CMOS technology. The frequency used for synthesis considered the worst
case for the proposed architectures; i.e., in cases (i) and (ii) all blocks were selected with
size 4 × 4 using Intra_Wedge, and in case (iii) all blocks were selected with size 4 × 4 and
using the Intra_Contour mode, since 4 × 4 would produce the worse processing rate. In
all cases, the synthesis was performed to decode 1080p videos at 30 frames per second
(fps). However, these assumptions overestimates the required area, processing rate, and
power dissipation of the designed architecture, because (i) a real implementation requires
decoding higher block sizes, which needs lower frequency, and (ii) the mode selection is
shared with other modes, which allows maintaining this architecture idle with a significant
power dissipation saving, for example.

The Intra_Wedge decoder with traditional memory approach requires 4,533 gates
and dissipates 1.34 mW of power. When applying FB&C, the architecture area and power
dissipation are reduced in 10.7% and 29.1%, respectively. This result demonstrates that
reducing the wedgelet memory brings significant benefits for hardware design regarding
area occupation and power dissipation as already demonstrated in Section 5.3.

In the bipartition mode architecture, even with this overestimated assumption, the
area required by the proposed architecture is of only 5,165 gates with a power dissipation
of 1.57 mW. Notice the bipartition mode architecture consumes 27.6% more area and dissi-
pates 65.2% more power than that of the best version of Intra_Wedge architecture. However,
the bipartition mode architecture contains two modes that can be decoded, and its synthesis
results considered the worst case when Intra_Contour was always selected. As previously
described, the Intra_Contour decoding implies more computational effort than the Intra_-
Wedge decoding because Intra_Contour performs several computations for rebuilding its
pattern, unlike the memory read operation employed in Intra_Wedge. Besides, the designed
architecture shares resources between Intra_Wedge and Intra_Contour due to the shared
operations. As such, independent Intra_Wedge and Intra_Contour architectures probably
would require more area than this design.
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6. CONTRIBUTIONS ON INTER-FRAME PREDICTION ENCODING
TIME REDUCTION

This chapter presents the thesis contributions related to the encoding time reduc-
tion of the inter-frame prediction. Three algorithms were designed here: (i) Edge-Aware
Depth Motion Estimation (E-ADME) (Section 6.1) [68], (ii) an early termination block-level
decision (Section 6.2) [47], and (iii) a quadtree limitation (Section 6.3) [49].

6.1 Edge-Aware Depth Motion Estimation (E-ADME)

Figure 6.1(a) and (b) show a slice of two consecutive frames from the depth maps
of Shark video sequence (frames 2 and 3 of the view 9). Two detached blocks with 16× 16
pixels in Figure 6.1 (b) were applied to the FS algorithm, whose search area of [-40, 41]
are displayed in Figure 6.1(a) with the same color. The yellow box in Figure 6.1(b) starts
in the pixel (240, 340) and the red box starts in the pixel (240, 440). Figure 6.1(c) and (d)
show the SAD heat map for the ME process of a given encoding block in homogeneous
(red box in Figure 6.1(b)) and edge regions (yellow box in Figure 6.1(b)), respectively. Dark
blue regions denote the lowest SAD values, whereas red regions represent the higher SAD
values, meaning the best and worst values, respectively.

Figure 6.1 shows when encoding a homogeneous region block, the heat map has
smooth changes, with large regions containing low SAD values around the center of the
search area. Thus, homogeneous regions in the depth maps can be encoded using center-
biased (i.e., a procedure that starts searching in the center of the search area) lightweight
fast ME algorithms, such as Iterative Small Diamond Search Pattern (I-SDSP) or Diamond
Search (DS) [87], as described in the works [50] and [51], achieving near-optimal results
with less SAD comparisons than TZS. However, the SAD analysis of the edge heat map
(Figure 6.1(d)) shows higher pattern variability, requiring more sophisticated ME algorithms
for providing higher quality on the synthesized views.

Therefore, designing a scheme able to identify if the encoding block contains an
edge or homogeneous region can reduce the computational effort of the ME and also pre-
serve the encoding efficiency. This scheme can perform a more sophisticated algorithm for
edge regions or a simple algorithm for homogeneous regions.
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(b) Slice of Shark – frame 3
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(c) Homogeneous region heat map 

 
(d) Edge heat map 

 Figure 6.1 – Slices of the Shark video with (a) two detached search areas and (b) two de-
tached encoding blocks. SAD heat map for (c) homogeneous and (d) edge regions (source:
[68]).

6.1.1 Designed Scheme

Figure 6.2 illustrates the E-ADME scheme, which starts using the SED algorithm
to identify if the encoding block contains an edge or a homogeneous region. When the
encoding block is classified as homogeneous, the lightweight I-SDSP algorithm is applied
due to its efficiency for this kind of scenario. I-SDSP can find low SAD values around the
center-biased position; thus, accelerating the ME encoding flow. When SED classifies the
encoding block as an edge, the conventional 3D-HEVC ME encoding flow is performed using
the TZS algorithm, because it raises the probability of obtaining higher SAD values distant
from the co-located block.

The work [50] shows using I-SDSP instead of TZS in ME of depth maps tends
to obtain a good tradeoff between computational effort and encoding efficiency. However,
the ME process over depth map blocks in edge regions is harder than for homogeneous
regions because many candidate blocks with low SAD values are found distant from the
center-biased block and, thus, I-SDSP can be inefficient. Considering these two aspects, the
usage of TZS in edge blocks tends to obtain a sound tradeoff regarding encoding quality and
computational effort. One can notice the presented solution does not add any computational
effort or a memory access to the 3D-HEVC depth map inter-prediction.
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Figure 6.2 – Scheme proposed for reducing the E-ADME depth map complexity (source:
[68]).

The SED algorithm used as a base in this scheme was described earlier in this
thesis. The efficiency of the SED algorithm is dependent on the threshold defined statically
according to the block size and the video resolution [67]. The encoding effort control system
designed in Section 5.1 could also be used for controlling the thresholds here; however, their
efficiency was not evaluated for inter-frame prediction. In [67], the thresholds (TH) for clas-
sifying a block as homogeneous or edges were determined regarding the block size. These
thresholds were interpolated, generating equations 6.1 and 6.2 that shows the polynomials
for 1024 × 768 and 1920 × 1088 video resolutions, respectively; W indicates the encoding
block width and TH the resulting threshold.

TH = ceil(−0.0186×W 2 + 2.2×W + 3.5) (6.1)

TH = ceil(−0.0038×W 2 + 0.74×W + 5.1) (6.2)

Sanchez et al. [67] use only four blocks sizes: 4 × 4, 8 × 8, 16 × 16 and 32 × 32,
while ME also requires encoding 64 × 64 blocks, asymmetrical blocks such as 64 × 32,
32 × 24, 16 × 12, and others. Thus, it is necessary to define new thresholds for those
block sizes. The thresholds for the new block sizes were generated using the polynomial
interpolation of Lagrange to make a second-degree polynomial equation, which computes
the new thresholds based on the fixed thresholds described in [67] and the correspondent
block width. The new thresholds were generated for blocks with the widths of 12, 24, and 64
samples.
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6.2 Early Termination Block-Level Decision

Figure 6.3 presents experimental results for analyzing the 3D-HEVC encoder be-
havior in inter-frame prediction. These experiments were performed following the CTC (de-
scribed in Section 2.5) considering Random Access (RA) encoder configuration. The first
part of the experiment allows evaluating the Skip mode occurrence in texture encoding con-
sidering different QPs. Figure 6.3(a) shows the Skip mode has a high probability of occur-
rence in texture encoding for all cases evaluated, ranging from 27% (8× 8 CUs and QP=40)
to 95% (64 × 64 CUs and QP=40). Besides, for all evaluated QPs, more than 90% of the
64× 64 CUs were encoded using the Skip mode.
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Figure 6.3 – (a) Occurrence of Skip mode for texture encoding and (b) modes distribution for
depth map encoding when Mtext = Skip (source: [47]).

The second part of the experiment verifies the depth map coding behavior when the
correlated reference block in texture view is encoded with the Skip mode. For convenience,
let Mtext be the selected mode by the correlated reference block in texture view. Figure
6.3(b) presents the mode distribution for depth map encoding when Mtext = Skip, showing a
low probability, less than 4% (on average), of the modes INTER, MERGE or, INTRA being
chosen for encoding a current depth map CU. On the other hand, 93% of 64× 64 CUs and
more than 80% (on average) of depth maps CUs are encoded using Skip mode. Besides,
the Intra-picture skip mode is selected more than 15% (on average) for encoding the depth
map CUs. Thus, when Mtext = Skip, the probability of the encoding depth map CU be Skip
or Intra-picture skip is more than 95%, on average.

Figure 6.4 presents the Probability Density Function (PDF) of Skip or Intra-picture
skip mode (Skip/Intra-picture skip) being selected as the best encoding mode for the cur-
rent CU, when Mtext = Skip, according to the RD-cost (divided by CU width size) obtained
by evaluating only these two modes. The division of RD-cost by the CU width size has
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been selected as an evaluation criterion since larger CU sizes tend to have larger RD-cost
values to compute. The analysis presented in Figure 6.4 considers 64 × 64 CUs with the
Undo_Dancer video sequence encoding under RA configuration with QP=30/39 (QPtex-
ture/QPdepth). Similar results were obtained for the other CU sizes and QPs.
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Figure 6.4 – PDF of encoding depth map CU with Skip or Intra-picture skip according to the
RD-cost divided by the CU width size (source: [47]).

These results show a high probability of the current CU being encoded using Skip
or Intra-picture skip mode for small values of RD-cost when Mtext = Skip. On the other hand,
for higher values of RD-cost, Skip and Intra-picture skip have no chance to be selected,
since higher values of RD-cost mean a different encoding mode should encode the CU.
Thus, when the correlated block in texture view is encoded with Skip mode (Mtext = Skip),
and the RD-cost obtained by Skip and Intra-picture skip has a low value, it is high the prob-
ability of selecting Skip as the best encoding mode. Hence, it can be used to perform an
early termination decision according to a threshold criterion, avoiding the evaluations of the
remaining encoding modes.

6.2.1 Design of the Early Termination Block-level Decision

Looking for a lightweight solution for avoiding the excessive evaluations of the en-
coding modes in the traditional 3D-HTM encoding flow, the early termination block-level
decision scheme privileges the modes with a high probability of being selected, with low
computational effort and using fewer bits to encode blocks. The flowchart of the proposed
scheme is presented in Figure 6.5.

Based on our previous analysis, the scheme starts computing the RD-cost for Skip
and Intra-picture skip modes for the given depth map CU. If the Mtext = Skip, the minimum
RD-cost between Skip and Intra-picture skip modes is computed. If the minimum RD-cost
divided by CU width size (Wsize) is lower than the threshold (TH) defined by in an offline
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Figure 6.5 – Dataflow model for early termination scheme (source: [47]).

analysis, then the previous evaluation mode that obtained the lowest RD-cost is selected.
Otherwise, further mode evaluations are required, and the encoding process follows without
simplification, requiring evaluating INTER, MERGE and INTRA encoding modes seeking for
better encoding results. Equation 6.3 summarizes the decision process.

Decision =

lowestRD(DIS, SKIP), MinRD
Wsize < TH,

lowestRD(DIS, SKIP, INTER, MERGE , INTRA), MinRD
Wsize ≥ TH

(6.3)

In the best case, only Skip and Intra-picture skip are required to be evaluated in our
scheme. However, in the worst case, the RD-cost calculated by our solution for that depth
map CU is the same as the conventional 3D-HTM encoding flow, without inserting additional
computational effort than the default approach would require.

The threshold values lead to light or aggressive solutions regarding both encoding
time and video quality. Therefore, we employed an experimental analysis that evaluates
some scenarios to explain the impact of the threshold variation.

We selected seven THs as evaluation targets, ranging from 100 to 400, with step
50. The corner values were selected by analyzing the PDF presented in Figure 6.4, while
the step 50 was empirically selected to refine its results because smaller values would lead
to a minimal variation. We evaluated 10 frames of the Undo_Dancer and GT_Fly 3D video
sequences, which were selected randomly among the available sequences. Only two 3D
video sequences were used in this analysis to avoid overfitting the designed scheme.

Figure 6.6 depicts the results of the threshold scenario evaluations, highlighting the
percentage of early termination of encoding mode evaluation according to the well-accepted
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BD-rate criterion. The percentage of early termination was computed as a division of the
total cases our scheme skips the remaining evaluations by the total cases of Mtext = Skip.
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Figure 6.6 – Percentage of early termination of the encoding mode evaluation according to
the BD-rate impact (source: [47]).

Figure 6.6 shows the evaluated THs provide some operation points considering
encoding efficiency and with a high percentage of early termination in the traditional 3D-HTM
encoding flow (more than 96% of all evaluated cases). Based on this analysis, TH = 300
was the best operating point for this early termination scheme.

6.3 Decision Trees for P- and B-Frames

The decision trees of the P- and B-frames definition process are similar to that used
on the I-frames definition process. The features and attributes that could lead to effective
I-frames splitting decisions were also evaluated for P- and B-frames. However, we assessed
new parameters since there are many different features in P- and B-frames when compared
to I-frames, such as inter-frame or inter-view dependencies. These new parameters are
listed in Table 6.1, along with their description.

Figure 6.7 exemplifies the probability density functions regarding three of selected
parameters, to show the correlation among the parameters and the CU splitting decision.
Figure 6.7(a) shows the probability of the CU not be split according to the MAD_4 (MAD of
its 4× 4 sub-blocks); Figure 6.7(b) illustrates the probability of the CU not be split according
to the Neigh_depth, and Figure 6.7(c) is the probability of the CU be split according to
RelRatio. For the first two attributes (MAD_4 and Neigh_depth), low values tend to keep the
encoding CU size. On the other hand, low values of the RelRatio tends to split the encoding
CU. Therefore, the knowledge of these attributes is crucial for achieving efficient decisions
on current CU splitting.
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Table 6.1 – Parameters evaluated in P- and B-frames and their description.

Parameter Description

RD_MSM
RD-cost of Merge/Skip Mode. It indicates the efficiency of using Merge/Skip mode;
generally, high efficiency is obtained in slow-motion or homogeneous regions. In this case,
bigger CUs are used.

RD_DIS

RD-cost obtained in Intra-picture skip mode; note the name of this mode can also be found
in the literature as DIS. Using it, the decision tree can verifies if the current encoding CU
using Intra-picture skip can be an attractive alternative to indicate if the current CU is
composed of homogeneous regions.

Ratio RD-cost obtained in intra-frame prediction divided by the RD_DIS. It allows comparing the
efficiency of the whole inter-frame prediction and DIS encoding mode.

RatioInter
RD-cost of inter 2N × 2N evaluation divided by RD_MSM, which can be used to identify if
the encoding region is complex or contains a high movement intensity. In this case, smaller
CUs tends to be selected [12].

RelRatio
The normalized difference between the RD-cost of inter 2N × 2N and RD_MSM. This
attribute is also used to identify if the region is complex or contains a high movement
intensity such as RatioInter.

Neigh_depth
The average quadtree depth of the top, left, top-left, top-right, and co-located CTUs of both
reference lists. This parameter is used because neighbor CUs tends to have a high
correlation.

SKIP_flag The binary flag notifies if the CU has been encoded using the Skip mode. In cases the CU
is encoded with Skip, there is a high probability of not using smaller CUs.

DIS_flag The binary flag notifies if the CU has been encoded using the DIS mode. In cases the CU
is encoded with Intra-picture skip, there is a high probability of not using smaller CUs.

MAD Maximum mean Absolute Deviation (MAD) of smaller blocks inside of the current CU (4× 4
up to current CU size) - Allows identifying the dispersion of the values inside a given CU.
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Figure 6.7 – Probability density function of the current 64×64 CU in RA configuration not be
split regarding (a) MAD_4 and (b) Neigh_depth, and (c) be split regarding RelRatio (source:
[49]).
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Again, the experiment was trained using the Kendo video sequence. However,
similar results were obtained repeating the same process with more video sequences or
using a different video sequence. Table 6.2 illustrates the parameters used in the three
decision trees for P- and B-frames. Table 6.2 also presents the IG of the attributes and the
accuracy obtained by the constructed trees, where the designed trees for 16 × 16, 32 × 32
e 64× 64 CUs obtained an accuracy of 82.13%, 83.08% e 91.65%, respectively.

Table 6.2 – Parameters used in P- and B-frames decision trees.

Attributes 64 × 64 32 × 32 16 × 16
Used IG Used IG Used IG

QP-depth - × 0.032 × 0.022
R-D cost × 0.194 × 0.223 × 0.216
RD_MSM × 0.198 × 0.182 × 0.154
RD_DIS - × 0.214 -

Ratio × 0.450 × 0.258 × 0.228
RatioInter - × 0.194 -
RelRatio × 0.483 × 0.194 × 0.139

Neigh_depth × 0.493 - -
SKIP_flag × 0.257 × 0.068 × 0.050
DIS_flag - × 0.063 -

VAR × 0.269 × 0.209 -
VAR_16 × 0.274 - -
MAD_4 × 0.271 - -
MaxDiff × 0.278 - -

Accuracy 91.65% 83.08% 82.13%

Figure 6.8 shows the decision tree built by WEKA for 64×64 CUs. The built 32×32
and 16× 16 CUs decision trees (that are omitted in this thesis) required six decision levels.
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Figure 6.8 – Decision tree for splitting decision in 64× 64 CUs for P- and B-frames (source:
[49]).



118

6.4 Results and Comparisons

These three algorithms have been inserted into 3D-HTM and evaluated under CTC
in RA configuration. Table 6.3 illustrates the results obtained with these algorithms. The
performance difference in different videos execution occurs because each video posses
different characteristics as highlighted in Section 2.5.

Table 6.3 – Evaluations in the random access scenario.

Resolution Videos
E-ADME Early termination

Block-level decision
Decision tree with
machine learning

Synthesis
only BD-rate Timesaving Synthesis

only BD-rate Timesaving Synthesis
only BD-rate Timesaving

1024 × 768
Balloons 0.0206% 3.6% 0.2084% 12.3% 0.0582% 47.7%

Kendo 0.0246% 3.4% 0.2948% 11.1% 0.0267% 47.1%
Newspaper_cc 0.1057% 3.7% 0.2620% 11.8% 0.0531% 48.1%

Average 0.0503% 3.6% 0.2551% 11.7% 0.0460% 47.6%

1920 × 1088

GT_Fly 0.0948% 3.3% 0.0265% 14.8% 0.0747% 52.2%
Poznan_Hall2 0.2900% 3.2% 0.3863% 15.2% 0.3921% 59.4%
Poznan_Street 0.0713% 3.6% 0.1452% 15.8% 0.1017% 57.0%
Undo_Dancer 0.2036% 2.3% 0.1327% 14.0% 0.5534% 53.3%

Shark 0.3739% 2.9% 0.1252% 14.2% 0.0103% 51.4%
Average 0.2067% 3.1% 0.1632% 14.8% 0.2264% 54.7%

Average 0.1481% 3.2% 0.1976% 13.6% 0.1588% 52.0%

The E-ADME algorithm reduces 3.2% the encoding time considering texture and
depth map execution time with an increase of 0.1481% in the BD-rate; although it is not a
significant reduction, if only ME/DE complexity is considered the 3D-HTM encoding time is
reduced significantly as shown in Figure 6.9, the SAD computation is reduced 68.2%, on
average.
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Figure 6.9 – SAD computation reduction obtained using E-ADME (source: [68]).

Comparing E-ADME to the other proposed techniques presented in Table 6.3, its
results may seem worse than the others solutions; however, the BD-rate increase is still small
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and also, when designing real-time hardware it may be interesting to limit the ME/DE com-
plexity by introducing this kind of technique. This reduction in SAD computations reduces the
necessary accesses to the memory with reference samples and then, contributing to reduce
the power dissipation. Consequently, the E-ADME scheme contributes to the development
of real-time encoding systems with negligible impact on the encoding efficiency.

Furthermore, one of the most significant problems in the ME algorithms relies on
the fact that it has a high I/O communication with the reference memory. This I/O commu-
nication is strictly related to fetching information from previous reference frames to use in
its SAD computation. Therefore, reducing SAD computation in 68.2% tends to reduce the
memory access in the same proportion. Since the encoder bottleneck is the I/O communi-
cation with the memory [78], the proposed scheme tends to increase the performance of the
entire system when implemented into dedicated hardware design.

The block-level early termination decision reduces 13.6% the encoding time con-
sidering the texture and depth execution time, increasing 0.1976% the BD-rate, with some
variations around it. These variations happen due to the differences among the encoding se-
quences, and higher resolution video sequences tend to select more Skip than other modes
in the texture coding. Figure 6.10 shows the significant timesaving results are obtained be-
cause our scheme can evaluate only Skip and Intra-picture skip in 96.33% (on average) of
the cases when Mtext = Skip.
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Figure 6.10 – Evaluation skipped in block-level early termination scheme (source: [47]).

This result is better than the one achieved with E-ADME when considering only
this tradeoff; however, its implementation in a real-time system is harder since it contains
dependencies among encoding modules. Besides, this scheme reduces 27.7% the depth
map encoding time. These results are explained by showing when this technique skips the
remaining encoding modules (more than 96% of evaluations are skipped, on average).

The last algorithm using a quadtree limitation based on machine learning reduced
52.0% the encoding time considering texture and depth map encoding time, with a draw-
back of increasing only 0.1588% the BD-rate in synthesized views. This was our best result
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obtained with RA when considering only the tradeoff between encoding timesaving and BD-
rate. One drawback of this technique is the impossibility of encoding multiple block sizes
together since the decision tree needs a given level to be encoded before encoding or skip-
ping a lower quadtree level. Figure 6.11 shows the percentage of CUs were not split ac-
cording to the CU size and QP-depth value when evaluated in RA configuration. The higher
is the QP-depth value, the higher is the use of larger CUs and, consequently, the higher is
the CUs with not split decisions. The highest not splitting percentage reaches 97.7% with
QP=45 when processing 64 × 64 CUs, explaining the high encoding time reduction. When
only depth map coding is considered, this solution reduces 68.0% the encoding time.
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Figure 6.11 – Percentage of not splitting CUs using the designed quadtree limitation (source:
[49]).

Table 6.4 compares our results to the related work.

Table 6.4 – Comparison with related works in random access scenario.

Work Decision
level

Synthesis only
BD-rate

Encoding
timesaving

E-ADME Mode 0.1481% 3.2%
Early termination Block-level decision Block 0.1976% 13.6%

Quadtree limitation using machine learning Quadtree 0.1588% 52.0%

V. Afonso et al. [2] Mode 0.3123% - 0.4803%
32.7% - 61.8%

(reduction in SAD
computation)

R. Conceição et al. [10] Block 0.062% - 0.409% 9.6% - 13.8%
J. Lei et al. [32] Quadtree 2.0600% 41.5%

E. G. Mora et al. [38] Quadtree 1.0240% 52.0%

The E-ADME algorithm can be fairly compared only with [2], which is focused on
reducing the DE encoding effort. It does not present their timesaving results, but only the
reductions in SAD computation. Besides, it is only focused on DE, while our work is focused
on ME and DE. It obtained a BD-rate increase ranging between 0.3123% and 0.4803%,
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with a reduction between 32.7% and 61.8% in SAD computation. The results show E-ADME
provides lower BD-rate and higher reductions on SAD computation (68.2%) compared to [2].

Our early termination block-level decision can be compared to [10] that also pro-
poses a block-level decision. Its results reduce the encoding time between 9.6% and 13.8%
with a BD-rate increase of 0.062% to 0.409%. This high encoding timesaving is similar to
the one provided by this thesis; however, their solution requires more than the double of the
BD-rate increase, showing the advantage of our solution.

Comparing our quadtree limitation using machine learning with the related work
focusing on quadtree-level, one can notice our solution provides competitive encoding time-
saving gains, reaching the same results than [38] and better results than [32]. Additionally,
our solution reached a much smaller BD-rate increase than those solutions.



122

7. CONCLUSIONS AND FUTURE WORKS

This thesis proposed several algorithms at different granularity levels to reduce the
encoding effort at intra- and inter-frame prediction of depth maps. This Thesis was motivated
by the introduction of depth maps in 3D-HEVC along with the texture views aiming to achieve
high quality and compression of 3D videos. The 3D-HEVC standardization proposed and
adopted several new tools to encode depth maps efficiently, increasing the encoding effort
of 3D videos. Consequently, 3D-HEVC introduced new challenges regarding efficient and
efficacious video coding, especially for real-time system design.

By designing timesaving algorithms to the most time-consuming encoding tools
and implementing enhancements to the bipartition modes, which are new encoding tools for
depth map coding, this thesis contributes to designing efficient 3D video coding systems.
The main contributions of this Thesis are: (i) the encoding effort reduction of the intra-frame
prediction; (ii) implementations and enhancements on the bipartition modes; and (iii) the
encoding effort reduction of the inter-frame prediction.

The topic described in (i) englobes a deep encoding time and mode distribution
analysis, which boost the design of four algorithms for encoding effort reduction of the intra-
frame prediction: DFPS, P&GMOF, ED-RMD, and quadtree limitation with machine learning.
DFPS and P&GMOF were designed focusing on reducing the Intra_Wedge encoding effort,
ED-RMD was planned for reducing the encoding effort spent in Transform-Quantization and
DC-only evaluations. The quadtree limitation with machine learning was designed as a
high-level decision approach, where the encoding effort spent in lower levels of the quadtree
were skipped in some scenarios. Our results demonstrate the proposed algorithms reduce
6.5% to 52.4% the encoding effort, impacting only 0.0119% to 0.1770% the BD-rate of the
synthesized views. These results are very competitive when compared to the related work.

Four contributions related to implementing enhancements for the bipartition modes
were described in the topic (ii) of this Thesis. An encoding effort control system was de-
signed for maintaining the bipartition modes evaluation stable over the encoded frames.
This system was designed using a PID controller that controls the threshold of a timesaving
technique. Experimental results demonstrated the system was capable of stabilizing in a
few frames. We explored two parallelism strategies into a multicore CPU with an extended
analysis into a GPU to speed up the Intra_Wedge execution without changing the algorithm.
With the GPU optimizations and the application of a timesaving algorithm in Intra_Wedge
execution, it was possible to achieve real-time encoding of 1080p depth maps. Considering
Intra_Wedge requires too much memory to store the wedgelet patterns, we designed seven
lossless strategies to compress these patterns. Experimental results demonstrated 79% of
compression was achieved using our best technique, which can save 75% of power when
designed in hardware. The last contribution of the topic (ii) was the design of a decoder for
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bipartition modes. This architecture was designed using a wedgelet compression strategy,
and it was synthesized for CMOS 65nm ST technology targeting achieving real-time decod-
ing, requiring 5,165 logic gates and dissipating 1.57 mW of power, considering the worst
case scenario.

Finally, the contributions related to the encoding effort reduction for inter-frame pre-
diction were presented in the topic (iii). Here, three algorithms were designed, each one at a
different granularity. E-ADME considered the depth map simplicity to allow speeding up the
depth map ME when encoding homogeneous regions while keeping the original evaluation
when encoding edges. This algorithm was based in an edge classifier of a previous work
that speeds up the homogeneous regions evaluation. We designed a block-level scheme for
early termination decisions. Based on the results of the most used modes (i.e., Skip and
Intra-picture skip), this algorithm determines if the remaining evaluations inside an encoding
block are required or not. Therefore, when Skip and Intra-picture skip results are satisfac-
tory, the block is encoded with these modes and the encoding process is finalized. Our last
contribution inside this topic was designing specific decision trees using machine learning
for pruning the quadtree at inter-frame prediction. This contribution was similar to the intra-
frame prediction contribution; however, in inter-frame prediction more data were evaluated
to achieve better results. Our experimental results obtained between 3.2% and 52.0% of en-
coding effort reduction, with a drawback of increasing the BD-rate in a range from 0.1481%
to 0.1976% in the synthesized views.

Summarizing this Thesis, it was designed several algorithms and encoder/decoder
enhancements. Our evaluations demonstrated that significant timesaving can be achieved in
depth map encoding when considering its characteristics with minor impact in the quality of
synthesized views. However, there are several points that can still be explored for achieving
higher performance in depth maps coding as described next Section.

7.1 Future Works and Open Research Possibilities

We can see several open research possibilities that were not covered by the liter-
ature yet in depth map coding. Our highest timesaving algorithms in both intra- and inter-
frame prediction achieved around 50% of encoding effort reduction, which is already a sig-
nificant reduction. Higher reductions can be achieved by using more sophisticated machine
learning techniques such as deep learning. However, for allowing real-time applications us-
ing 3D-HEVC encoders, it is necessary to reduce even more the encoding effort or speeding
up the encoding by using parallelism. Therefore, there still significant space for outcoming
works to allow this real-time design.

On hardware design, one can find only a few works in the literature designing small
solutions for 3D-HEVC depth maps coding. However, there is still space for design fast and
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low-power systems exploring the parallelism in the depth map encoding. For the parallelism
exploration, only this Thesis has already explored it at 3D-HEVC and focusing on only one
module. Therefore, several encoding/decoding tools can be the target for this parallelism
exploration. Besides, tiles were not much explored in the literature in both texture and depth
map encoding.
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