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Abstract

This paper proposes a novel neural network architecture for
multi-label movie genre classification based on the textual
synopsis of the movie. We design an architecture that trans-
forms the synopsis into a n×d matrix, in which n is the tem-
poral dimension (total number of words in the synopsis, in-
dicating the directional flow of the words) and d is the word-
embedding vector that densely projects the respective word
onto a high-dimensional feature space. A self-attention mech-
anism is employed to automatically learn the importance of
the features in each temporal step, so the complex mapping
from synopsis to a given genre (or set of genres) can be prop-
erly performed. Experiments show that our approach outper-
forms state-of-the-art methods for text classification based on
neural networks in the largest movie genre dataset (LMTD).

1 Introduction
Neural networks are nowadays known to be the state-of-the-
art method for many image, video, audio, and text based
tasks, such as supervised image classification, localization,
detection, semantic segmentation, speech recognition, text
classification, text summarization, translation, just to name
a few. Borrowing concepts from neuroscience, artificial neu-
ral networks comprise a mathematical schema capable of as-
signing meaning to what is seen, heard, or read, being known
as an effective method for performing representation learn-
ing over unstructured data.

Neural networks consist of multiple layers of sets of neu-
rons that process (portions of the) input data, hierarchi-
cally learning concepts in sequence to allow complex map-
pings from input to desired output (Goodfellow, Bengio, and
Courville 2016). The widely-known backpropagation algo-
rithm is often the desired choice for training those networks
by following the chain rule of derivatives of a loss function
with respect to the network parameters.

In this paper, we investigate the use of neural networks
for automatically classifying movies according to their genre
(e.g., action, horror, drama, comedy). Unlike previous work
on the subject (Simões et al. 2016; Wehrmann and Bar-
ros 2017b; Wehrmann et al. 2016), which make use of im-
ages, video, and audio extracted from the movies or from
the movie trailers, we address the problem of assigning one
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or multiple genres for a movie based on its textual synop-
sis. Hence, we are dealing with an instance of the traditional
multi-label text classification problem, in which the goal is
to map a textual input (movie synopsis) into one or multiple
classes (genres of movies).

For properly addressing the problem, we propose a novel
neural network architecture, which considers each input as
a n × d matrix, in which n is the temporal dimension
(total number of words in the synopsis, indicating the or-
dered flow of the words) and d is the word-embedding
vector that densely projects the respective word onto a
high-dimensional feature space. We employ a self-attention
mechanism so the network can automatically learn the im-
portance of the features from each word in each temporal
step, so the complex mapping from synopsis to a given genre
(or set of genres) can be effectively performed.

We compare our novel approach with several state-of-
the-art methods for text classification based on neural net-
works, such as LSTMs (Hochreiter and Schmidhuber 1997),
GRUs (Chung et al. 2015), Textual Convolutions (Kim
2014), and the recent Fast Text (Joulin et al. 2016). Sev-
eral experiments show that our approaches outperform all
baselines in the largest and most well-known multi-label
movie genre classification dataset, Labelled Movie Trailer
Dataset (LMTD) (Simões et al. 2016; Wehrmann et al. 2016;
Wehrmann and Barros 2017b).

This paper is organized as follows. Section 2 describes
in detail our proposed approach, whereas Sections 3 and 4
present the experimental analysis that was conducted for val-
idating our novel method. Section 5 discusses related work
in the area of movie genre classification. Finally, we end this
paper with our conclusions and suggestions for future work
in Section 6.

2 SAS-MC
In this paper we introduce SAS-MC, a novel method for
multi-label classification of movie genres based on short
synopses. SAS-MC makes use of the self-attention mech-
anism introduced in (Lin et al. 2017), which is designed to
automatically learn the importance of the features in each
time-step by analyzing different views (or hops). Our archi-
tecture is a simple yet effective approach for learning multi-
label movie genre information from textual synopses.

Formally, SAS-MC is designed to learn a function φ, so
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Figure 1: Scheme of SAS-MC-v1.

that φ(T ) = y, where T ∈ {w1, w2, ..., wn} is a given tex-
tual synopsis with n words represented as vectors w ∈ R

d.
We use pre-trained word vectors from (Pennington, Socher,
and Manning 2014) and approximate the function φ(·) by
using convolutional layers and/or the self-attention mecha-
nism, depending on the incarnation of SAS-MC. Note that
y ∈ {0, 1}c is a binary vector, in which each position repre-
sents one of the c labels (i.e., movie genres).

Inspired by (Wehrmann, Mattjie, and Barros 2018;
Wehrmann et al. 2017a), the incarnations of SAS-MC are
mostly shallow approaches that comprise at most a single
layer of parallel convolutions for extracting features from
synopses. Note that that the word-embedding itself already
carries high-level semantic information from the text, sig-
nificantly differing from recent computer vision approaches
(Szegedy et al. 2014; Huang et al. 2016; Wehrmann et al.
2017b) that require several stacks of convolutional layers to
extract high-level features from raw pixels. Next, we detail
the self-attention mechanism and two versions of the pro-
posed approach, namely SAS-MC-[v1,v2].

2.1 Self-attention Mechanism
The self-attention mechanism is one of the core components
within both variations of SAS-MC. It is used to explicitly
encourage relevant information while suppressing irrelevant
data. More specifically, it comprises a two-layer neural net-
work that ultimately learns weights within [0, 1] for the fea-
tures at each time-step.

Let H ∈ R
n×z be a dense representation of the textual in-

put, where n denotes the number of time-steps (e.g., words),
and z the size of the feature vectors (depending on the in-
carnation, z can be the dimension resulting from a convo-
lutional layer or it can be equal do d, which is the dimen-
sion of the word-embedding). The first step of the attention
mechanism consists in a fully-connected layer to reduce the
dimensionality to p-dimensional feature vectors. Values are
processed by a tanh activation function (denoted by ζ) to
project values into the [−1, 1] range, generating V ∈ R

n×p.

V = ζ(HW1) (1)

Following, we use an additional fully-connected layer
with h neurons, generating an output of size n×h. Softmax
is used to ensure that the weighted sum of all features in
each temporal step results in 1. The resulting weight map is
denoted by A ∈ R

n×h. Therefore, A can be seen as a matrix
that carries the importance of each time-step in h different
viewpoints (or hops).

A = softmax(VW2) (2)

Finally, the weighted feature map M ∈ R
z×h is given by

M = HTA.

2.2 SAS-MC-v1
Our first approach employs four convolutional layers applied
directly over word-embeddings (see Figure 1). SAS-MC-
v1 is a somewhat modified version of the architecture intro-
duced in (Kim 2014). In summary, SAS-MC-v1 convolves
the input words with distinct parallel convolutional layers
with different filter sizes f . This approach allows learning
multiple n-gram-like features, where n depends on the value
of f .

SAS-MC employs four convolutional layers with filter
sizes f ∈ {1, 3, 4, 5}. We zero-pad the input matrix T in or-
der to keep the resulting size unchanged. This is particularly
important so that one can concatenate all generated feature
maps into a single matrix that contains all the features ex-
tracted from the text. Note that the convolutional layer with
f = 1 plays an important role within SAS-MC: it allows
the self-attention to individually select the most important
words for classifying a given synopsis, rather than limiting
the architecture to learn from temporal data alone, as in (Kim
2014).

Let ψ(T ) = X be the computation of a convolutional
layer applied over the input T , which generates a feature
map X ∈ R

n×f . The final feature representation, which
feeds the self-attention mechanism, is denoted by X̂ ∈
R

n×4f , given that we concatenate the resulting feature maps
from the four convolutional layers.

Assuming that matrix X̂ contains all the information
needed for classifying a given synopsis, we let the self-
attention scheme to highlight the most important features
while suppressing the irrelevant ones. This step generates
a f × h matrix, which is flattened into a vector. Such a vec-
tor feeds the a fully-connected layer activated by c logistic
sigmoid neurons, which show per-class probabilities ŷ.

2.3 SAS-MC-v2
Figure 2 depicts the overall structure of SAS-MC-v2. Simi-
larly to (Joulin et al. 2016), we design SAS-MC-v2 assum-
ing that a word-vector itself already provides all information
needed for understanding a given text. Therefore, this ap-
proach employs the self-attention mechanism directly over
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the word-embeddings T . Even though this strategy con-
straints the amount of temporal information, it helps to re-
duce the model complexity by reducing the number of pa-
rameters. In addition, this version is significantly faster than
SAS-MC-v1.

Figure 2: Scheme of SAS-MC-v2.

2.4 Loss Function
For training the models, SAS-MC optimizes a multi-label
loss function – the binary cross-entropy for multiple classes,
given by

L(ŷ,y) = −
c∑

i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)] (3)

where, c is the number of classes (i.e, number of movie gen-
res), yi is the actual class, and ŷi is the probability predicted
by SAS-MC that the movie plot belongs to the ith class.
Note that y is a binary vector of length c and ŷ ∈ R

c.

3 Experimental Setup
In this section, we detail the dataset that is used in our ex-
periments (Section 3.1), as well as the evaluation criteria that
we employ to measure predictive performance (Section 3.2),
the baseline algorithms (Section 3.3) that we use to compare
with SAS-MC, and the hyper-parameter settings for SAS-
MC (Section 3.4).

3.1 Dataset
We validate the performance of our method by using the
recently introduced dataset LMTD (Labelled Movie Trailer
Dataset) (Simões et al. 2016; Wehrmann and Barros 2017a).
LMTD comprises about 10,000 movie trailers from 22 gen-
res, which were assigned according to the IMDB meta-data.
In addition, it comprises roughly 400 hours of video and ≈
30 million frames. To the best of our knowledge, this is the
only dataset to provide a benchmark for multi-label classifi-
cation of movie genres, namely LMTD-9. Such subset pro-
vides ≈ 4, 000 movie trailers annotated in 9 non-disjoint
genres: namely action, adventure, comedy, crime, drama,
horror, romance, sci-fi, and thriller. Those genres were se-
lected as a consequence of limiting each class to have at least
10% of the total number of instances in LMTD. In LMTD-9,
each instance is assigned to at least 1 and at most 3 genres.

Note that LMTD-9 is designed to multi-label learning
based on visual data of movie trailers, while we propose
a method for learning from textual synopsis. Hence, we
make use of the LMTD metadata to retrieve the synopsis

for each movie. In addition, whereas the authors of LMTD
provide original train and test splits, we choose to adopt a
k-fold cross-validation strategy to mitigate the results vari-
ance caused by the unbalanced classes, despite being partic-
ularly helpful when the amount of available data is limited.
For reporting the final results, we concatenate predictions
from the k test sets to compute unique per-class Area Under
Precision-Recall Curves. Per-class results are then combined
by different average methods to obtain a single estimation
(see details in Section 3.2). We use five-fold cross-validation
to train, evaluate, and test all methods.

Table 1: LMTD-9 dataset.
Genre #Movies Syn. Mean Length Syn. Max Length

Action 856 27.28 68
Adventure 593 28.20 68
Comedy 1562 26.50 67
Crime 659 26.30 62
Drama 2032 26.67 70
Horror 436 26.78 60
Romance 651 26.72 70
SciFi 313 27.63 64
Thriller 693 26.73 64

1 genre 1264 26.37 66
2 genres 1740 26.96 70
3 genres 1017 26.90 64

Total Movies 4021 26.76 70

3.2 Evaluation Measures
Given that SAS-MC generates per-class probability values,
and the same is true for the baseline algorithms, we fol-
low the trend of multi-label classification research in which
we avoid choosing thresholds by employing precision-recall
curves (PR-curves) as the evaluation criterion for compar-
ing the different approaches. For generating a PR-curve for
a given classification method, one must select a predefined
number of thresholds within [0, 1] to be applied over the
outputs of each method, finally generating several precision
and recall points in the PR plane. The interpolation of these
points (Davis and Goadrich 2006) constitute a PR-curve, and
the quantitative criterion one analyzes is the area under that
curve (AU(PRC)).

We employ the following derived measures:
AU(PRC) (micro average), AU(PRC) (macro aver-
age) and AU(PRC)w (weighted average). Each of those
measures allow understanding different aspects regarding
the method’s capabilities. For instance, AU(PRC) measure
is calculated by averaging the areas of all classes, which
causes less-frequent classes to have more influence in the
results. AU(PRC) is calculated by using all labels globally,
providing information regarding the whole dataset, which
makes high-frequency classes to affect more the results.
Finally, AU(PRC)w is calculated by averaging the area
under precision-recall curve per genre, weighting instances
according to the class frequencies.
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3.3 Baseline Algorithms
As far as we know, this the first study to evaluate multi-label
movie genre classification by analyzing synopsis. Hence,
we compare SAS-MC to traditional and state-of-the-art ap-
proaches for single-label text classification methods, namely
LSTMs (Hochreiter and Schmidhuber 1997), GRUs (Chung
et al. 2015), Textual Convolutions (henceforth simply Conv)
(Kim 2014), and FastText (Joulin et al. 2016).

3.4 Hyper-parameters
We performed a non-exhaustive grid-search for finding
proper hyper-parameter choices for our methods and for the
LSTM and GRU approaches. For Conv (Kim 2014) and
FastText (Joulin et al. 2016), we used the recommended
hyper-parameters described in their original papers. LSTMs
and GRUs were trained with 256 neurons and dropout of 0.5
in the readout layer. We trained SAS-MC-[v1,v2] by using
f = 110, h = 25, p = 100, and dropout of 0.2.

All models were trained using the stochastic optimizer
Adam (Kingma and Ba 2014) with learning rate (α = 1 ×
10−3 and mini-batches of 128 instances. Word-embeddings
are pre-trained vectors from (Pennington, Socher, and Man-
ning 2014) with d = 300. We train all models for a maxi-
mum of 100 epochs, early-stopping when the predictive per-
formance in the validation does not improve for 10 consec-
utive epochs. On average, models from SAS-MC reach con-
vergence within 10 epochs.

4 Experimental Analysis
In this section, we present the experimental results compar-
ing the predictive performance of the following algorithms:
GRU (Chung et al. 2015), LSTM (Hochreiter and Schmid-
huber 1997), Conv (Kim 2014), and FastText (Joulin et al.
2016)

4.1 Quantitative results
In Table 2 we report the predictive performance of all meth-
ods. In addition, we evaluate the impact of updating the
word-embeddings during training. Models trained without
updating the word-embeddings are denoted as Fixed.

Note that both proposed methods outperform all baselines
in all evaluation metrics (values in bold), with and with-
out updating the pre-trained word vectors. This indicates
that our approaches perform better for learning information
from both frequent (values of AU(PRC)) and rare (values
of AU(PRC)) movie genres.

We noticed that all baselines performed better when not
updating the word-embeddings. It seems that using the back-
propagated gradients to update those embeddings may dam-
age the pre-trained vector structure, leading to poor results.
However, for our simpler approach, namely SAS-MC-v2,
we find that such an update leads to a slightly better predic-
tive performance. We believe that in the backward pass, the
self-attention mechanism acts as a filter of gradients, so that
important words may suffer larger updates, while gradients
from irrelevant words are filtered out. For instance, the net-
work could update an important word-embedding to make it

Table 2: Results comparing SAS-MC with the state-of-the-
art methods with fixed and trainable GloVe embedding vec-
tors.
Method AU(PRC) AU(PRC) AU(PRC)w

GRU (Fixed) 0.658 0.584 0.640
LSTM (Fixed) 0.655 0.582 0.636
CONV (Fixed) 0.651 0.582 0.635
FastText (Fixed) 0.652 0.574 0.631

GRU 0.640 0.572 0.627
LSTM 0.634 0.563 0.618
CONV 0.656 0.582 0.639
FastText 0.575 0.495 0.559

SAS-MC-v1 (Fixed) 0.665 0.592 0.647
SAS-MC-v2 (Fixed) 0.669 0.606 0.654

SAS-MC-v1 0.660 0.595 0.646
SAS-MC-v2 0.674 0.610 0.658

easier to recognize a given genre when that word appears,
while keeping the rest of the embedding unchanged.

It is interesting to notice that SAS-MC-v2 outperform tra-
ditional state-of-the-art approaches despite being conceptu-
ally much simpler. It provides a relative improvement of
≈ 3%AU(PRC) over the strongest baseline, namely GRU.
In general, RNNs (Recurrent Neural Networks) excel at
learning temporal information, but at a high cost in terms
of both model complexity (e.g., amount of parameters) and
speed. Even though our approaches are not designed to learn
long-term temporal dependencies, they provide structured
vector representations of movie synopsis while running two
to three orders of magnitude faster than the RNN baselines.
In addition, such vectors proved to be much more suitable to
learn movie genres in a multi-label fashion.

Observe that the self-attention mechanism seems to
be more helpful when connected directly to the word-
embeddings (SAS-MC-v2) rather than to temporal segments
processed by convolutions (SAS-MC-v1). For instance, the
performance of SAS-MC-v1 (Fixed) shows the impact of
self-attention in a convolutional structure, which generated
an absolute improvement in AU(PRC) of only 1.0× 10−2

when compared to CONV (Fixed). On the other hand, SAS-
MC-v2 improved AU(PRC) results of FastText (Fixed) in
3.2× 10−2. This improvement is 11.5×−2 (0.606 vs 0.495)
when comparing SAS-MC-v2 and FastText models trained
with updates over the embedding.

Table 3 depicts the performance for all nine classes of the
dataset. Once again, our approaches presented sound perfor-
mance. SAS-MC-v1 outperformed all baselines in all gen-
res, and SAS-MC-v2 provided solid improvements over its
direct competitors. As expected, all methods tend to present
better results for high-frequency classes (e.g., Drama and
Comedy). Note that FastText underperforms in rare and sub-
jective genres (e.g., 0.325 of AUPRC in SciFi), while our ap-
proaches present much better results in those cases. Finally,
we observe that SAS-MC-v1 allows better understanding of
Adventure, Horror, SciFi, and Thriller when compared to
Conv, which is a similar approach without self-attention.
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Table 3: Results comparing SAS-MC with the state-of-the-art methods.
Genre SAS-MC-v2 SAS-MC-v1 CONV FastText GRU LSTM

Action 0.689 0.674 0.673 0.585 0.662 0.656
Adventure 0.620 0.599 0.576 0.465 0.600 0.577
Comedy 0.747 0.739 0.735 0.641 0.707 0.710
Crime 0.662 0.644 0.639 0.570 0.656 0.618
Drama 0.765 0.755 0.760 0.699 0.739 0.732
Horror 0.587 0.586 0.567 0.422 0.546 0.554
Romance 0.484 0.464 0.454 0.413 0.459 0.434
SciFi 0.525 0.484 0.449 0.325 0.402 0.404
Thriller 0.404 0.405 0.380 0.333 0.374 0.374

4.2 Visualizing the Attention Mechanism
Figures 3 and 4 depict the visualization of the self-attention
mechanism trained in SAS-MC-v2. We randomly selected a
set of movies’ synopses in order to visualize the estimated
importance of each word for generating a given prediction.
Analyzing both figures, we conclude that our method can
leverage weighted word information for providing accurate
multi-label predictions.

5 Related Work
Related work approaches are mostly designed to perform
single-label classification of movie trailers. Nevertheless, in
real world scenarios, a movie rarely belongs exclusively to a
single genre, and processing an entire movie trailer is costly.
In addition, note that the work described in this section are
not directly comparable to ours, given that: i) most of the
work assume the problem to be single-label classification;
and ii) they make use of visual or audio data for training.
Hence, comparing results from different modalities may be
misleading and possibly unfair.

Rasheed et al. (Rasheed, Sheikh, and Shah 2005) propose
the extraction of low-level features to detect movie genres
through the application of the mean-shift classification algo-
rithm (Comaniciu and Meer 2002). Such features are respon-
sible for describing raw video elements, such as the average
shot length, color variance, lighting key, and motion.

Another approach for movie genre classification makes
use of well-known image descriptors to compute high-level
features for each keyframe. The work of Zhou et al. (Zhou
et al. 2010) employ the image descriptors Gist (Oliva and
Torralba 2001), CENTRIST (Wu and Rehg 2008), and w-
CENTRIST to extract high-level features from frames and
then perform genre classification via the k-NN algorithm.

Huang and Wang (Huang and Wang 2012) propose a hy-
brid approach that combines both low-level visual features
and audio information, resulting in a total of 277 features.
They extract audio features such as audio intensity (mea-
sured in terms of the the RMS amplitude), timbre (based on
different structures of amplitude spectrum), and rhythm.

Simões et al. (Simões et al. 2016) propose to make use
of a ConvNet for extracting visual high-level features from
movie frames. The ConvNet is trained at frame level in the
LMTD-4 dataset proposed by the authors themselves.

Similarly, Wehrmann et al. (Wehrmann et al. 2016) pro-
pose the use of five neural networks (4 ConvNets and 1

MLP) to learn different aspects from the movie trailers. In
their approach, 3 GoogleNets (Szegedy et al. 2014), 1 C3D
(Tran et al. 2015), and 1 MLP form an ensemble of net-
works. An SVM is employed to perform the final genre clas-
sification by using several class predictions as features.

Wehrmann and Barros (Wehrmann and Barros 2017b) in-
troduced LMTD-9, the first dataset for training and bench-
mark of multi-label movie genre classification models. This
work provides a framework for learning multi-label gen-
res by performing Convolutions-through-time (CTT) over
deep visual features extracted from a Convolutional Net-
work. That work has been extended in (Wehrmann and Bar-
ros 2017a), when the authors tested CTT in a two-network
architecture that is capable of learning from both visual and
audio data.

6 Conclusion
This paper proposed SAS-MC, a self-attentive method for
synopsis-based multi-label movie genre classification. It
comprises a self-attention mechanism to automatically en-
courage features from important time-steps. We provide two
main approaches that connect this mechanism to convolu-
tional layers or directly to the word-embedding input. We
have shown that SAS-MC comfortably outperforms the best
current approaches for all genres in a large movie trailer
dataset, establishing itself as the novel state-of-the-art for
synopsis-based multi-label movie genre classification. As
future work, we want to provide hybrid models that can
leverage from a multimodal self-attention mechanism. In
addition, we intend to evaluate the proposed approaches in
other similar tasks.
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